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Abstract

Biofuels are added to conventional fuels in an attempt to decrease the impact of transport on the environment. Varieties of bio-components with different characteristics are already known and several of them are still in the research phase. Many specific analytical methods for the quantification of biofuels have also been developed. The challenge to obtain a fast and accurate general method for the quantification of biofuels in fuel mixtures has been addressed. The liquid scintillation technique seems to be a good candidate, and this thesis is devoted to a method with easy sample preparation. The advantages of developing this general method are robustness, considering that no chemical preparation of the sample is required, which reduces errors and saves time. Furthermore, the decomposition of bio-components and their chemical composition does not affect the measurement with the newly developed method. Drawbacks in the form of chemical and color quenching were tackled through an analytical approach and a newly developed system of calibration curves.

A new protocol was developed and applied to nine different biodiesels, which were produced and characterized within the scope of this thesis. Oils of camelina, corn, jatropha, rapeseed, soya, sunflower and waste cooking oil were used as the corresponding feedstock. The chosen feedstock oils covered the majority of existing oils in the EU market and some are promising, non-edible, second-generation oils. We showed that different feedstock oils could be trans-esterified with the same synthesis protocol.

Two different types of analytical protocols were applied, depending on the quenching properties of the analyzed samples. Changes in the counting efficiency had to be taken into account in both protocols. Bio-ethanol and Hydrotreated Vegetable Oil (HVO) were measured with a pre-designed $^{14}$C protocol in the range from 0 to 100 % of biofuel. The analyses of severely quenched biodiesel samples were tackled with changes in the counting protocol, specifically a coincidence bias setup.
A new approach was also taken in the determination of the counting efficiency. The base of the quench curve determination was taken in biodiesel samples themselves and their blends. The samples showed great variety of quench. The dynamic quench balanced counting window took into account the relationship between the observed quench and the position of the $^{14}$C peak. This successful approach improved the method, especially with respect to its measurement range and detection limit.

The applied protocols were validated in accordance with standard ISO 17025, where the detection limits, linearity, repeatability, reproducibility, sensitivity and trueness were evaluated. A comparison with another independent LSC method and a survey of Slovenian fuel market were also conducted.

**Keywords:** LSC, direct method, biofuels, fossil fuels, biodiesel, color quenching, SQP(E), protocol, balanced counting window
Povzetek


Nov analitični pristop sem razvila in testirala na devetih različnih biodizliah, ki smo jih v okviru raziskave tudi proizvedli. Za proizvodnjo biodizliah sem uporabila olja jatrofe, koruze, navadnega rička, oljčne repice, soje, sončnice ter odpadno kuhinjsko olje. Olja so bila izbrana na način, da pokrivajo večino trenutnega evropskega trga z dodatkom nekaj obetavnih ne-jedilnih olj. Biodizle smo proizvedli z nespremenjenimi sinteznimi pogoji glede na uporabljeno olje.

Pri meritvah biogoriv sem zaradi opaženega dušenja v nekaterih vzorcih uporabila dva različna protokola meritev in interpretacije. V obeh primerih sem upoštevala spremembe izkoristka štetja. S prednastavljenim merskim protokolom sem uspešno analizirala vzorce bioetanola in z vodikom obdelanega rastlinskega olja (HVO) v količinah do 100 % biogoriva. Za analize močno dušenih vzorcev biodizla sem spremenila koincidenčne nastavitve merskega protokola.

Nov pristop se uporabila tudi pri določevanju izkoristka štetja. Za osnovo krivulje dušenja so bili izbrani kar vzorci biodizliah, saj se je dušenje merjencev močno spreminjalo v odvisnosti od vsebnosti biogoriva. Pri interpretaciji rezultatov meritev sem uspešno vpeljala dinamična števna okna. Le-ta upoštevajo spremembe v legi, višini in širini izmerjenega spektra. S tem pristopom sem izboljšala metodo,
predvsem njeno uporabnost za meritve vsebnosti do 100 % deleža biodizla ter znižala njene meje detekcije.

Uporabljene merske protokole sem preverila v skladu z določili standarda ISO 17025. Tako sem analizirala meje detekcije, linearnost, ponovljivost, občutljivost in pravilnost metode. Opravila sem še primerjavo z drugo, že uveljavljeno in neodvisno metodo ter preverila uporabnost metode na realnih gorivih na Slovenskem trgu.

**Ključne besede:** LSC, direktna metoda, biogoriva, fosilna goriva, biodizel, barvno dušenje, SQP(E), števni protokol, premikajoča števna okna
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1 Introduction

Fossil-fuel resources are the driving force for the world’s economy and lifestyle because they are used for the production of energy and many chemical compounds. Environmental changes caused by the emission of greenhouse gases are being observed [1, 2], and due to the continuous increase in the exploitation of fossil-fuel resources, a concern has been made for their cost, natural reserves and sustainability [3, 4]. The countries of the European Union have decided to promote the use of sustainable and renewable resources [5]. Since a large part of the greenhouse emissions are produced by the transportation of goods, an emphasis on replacing fossil fuels by biofuels has been made [6].

The prices for a metric ton of the crude fossil oil and sustainable crops resources are comparable, or even in favor of the renewable source. The refinement of fossil fuels has already been improved but the exploitation of bio-resources is still in its early phase, and so the so-called biofuels are more expensive and often with limitations for their use [2]. Therefore, the use of such fuels is stimulated by a reduction of taxes [5, 7]. The consequence of such a political decision is the need for fast and reliable methods that can determine the content of bio-components in fuel samples [8–28]. The liquid scintillation technique (LSC) is one of the techniques that can be used for this purpose [8–11, 16, 27, 29].

The characterization of biofuels by liquid scintillation spectrometry is based on a determination of the $^{14}$C activity in the sample [8–12, 16, 29]. Radiocarbon is a cosmogenic radionuclide; it is produced in the atmosphere from $^{14}$N by neutron capture. The production of $^{14}$C in the air is relatively constant. At the same time $^{14}$C undergoes a radioactive decay to nitrogen, with a half-life of roughly 5700 years. These processes in the atmosphere are in equilibrium. The ratio $^{14}$C/$^{12}$C is well monitored and relatively constant. All living organisms uptake $^{14}$C via photosynthesis, ingestion or inhalation; therefore, in living tissue, the ratio of $^{14}$C to $^{12}$C closely follows that of the environment. After death or harvest, the uptake stops, which leads to a reduction of their $^{14}$C isotopic proportion due to the radioactive decay [30, 31]. All of the $^{14}$C in fossil fuel has decayed while bio-components still have all the activity from the growth, and thus a differentiation can be made, simply
by measuring the sample’s $^{14}\text{C}$ activity. Liquid scintillation spectrometry is suitable and common technique for determination of $^{14}\text{C}$ in liquid samples.

Several procedures for the preparation of LSC samples are in place. The most commonly used is a chemical pre-treatment, which for the $^{14}\text{C}$ determination consists of the preparation of CO$_2$ or benzene. Both procedures will be discussed further in the text. But there is also the so-called direct LSC method, where a pre-treatment is not necessary. So far several authors have tried to apply a simple direct LSC method for the determination of biofuels. Edler [9] and Dijs et al. [8] reported that this can be done without any pre-treatment in the case of ethanol and gasoline/bioethanol blends in amounts up to 100 % of biofuel. Yunoki and Saito [29] reported the application of a two-step water extraction for a determination of the bioethanol content in gasoline. The application was tested for up to 10 % of a bio-ethanol/gasoline blend. A heavy quench is observed in the determination of commonly used biodiesel, which limits the quantitative determination of the bio-component in such fuel [11, 16, 26, 27, 32]. A direct LSC method for up to 20 % of different feedstock biodiesels and new, renewable diesel was reported by Norton et al. [12, 16]. Takahashi et al. [26] reported direct LSC measurements of 1 g of biodiesel or oil. This approach is suitable for fuels with a large amount of bio-component, although it suffers because of the high detection limits. From the literature, it can be understood that quenching has a major role in the measurement of biofuels. Similar situations were observed in measurements of wine and various biological samples, e.g., urine and blood. This problem can be resolved on two different ways: the addition of a sample pre-treatment step, prior to the LSC measurement, or a careful study of the quench, which would lead to a new measurement, calculation and interpretation approach. Reports of dry oxidation, chemical solubilization and decolorization with H$_2$O$_2$ as well as the use of pre-treatment resins and dilution in a scintillation cocktail can be found in the literature [26, 32–35]. This thesis focuses on the second option, where the relation between the detected released energy and the quench was studied and a new analytical approach and a system of calibration curves were developed, and proposed as a suitable method.

The thesis deals with the development and implementation of a simple, accurate and fast method for a determination of biological samples using liquid scintillation counting. A successful determination of ethanol and renewable diesel (in the form of
hydrotreated vegetable oil) reported by some authors had been repeated and calibrations were made in the range up to 100 % of the bio-component. Biodiesel samples from known feedstocks and their characteristics are not easily available. However, biodiesel from camelina (2x), corn, jatropha, rapeseed, sunflower (2x) and waste cooking oils were produced and characterized for use in this thesis. Sunflower oils were chosen for a comparison of the pre-treatment (refinement), while the camelina oils had different geographical origins. We managed to produce all the biodiesels with more than 90 % of ester yield using the same procedure for all the feedstock oils. The quench interferences were further studied on these nine different biodiesel samples. The focus of the quench-interferences research was related to the observed quench and the position of the sample spectra, and thus the detected energy of the $^{14}$C decay. The correlation between those two parameters led to a new calculation and interpretation protocol that enabled the determination of highly quenched biological samples represented with the biodiesel. In addition to the new protocol, the thesis addresses the problems of the preparation of the quench calibration samples and its effect on the measurement. The difference between chemical quenched LSC samples and LSC samples with chemical and color quench is addressed. It has been determined that the combination of chemical and color quench in the LSC samples decreases the released energy to such extent that it is lower than the pre-designed protocol’s threshold. Although this dissertation is based on a determination of the $^{14}$C, similar interferences and problems can be observed in a determination of samples such as blood or urine, especially in the case of low-energy radionuclides. The method has also been validated and compared with other methods, while the usability of the protocol for other biological samples and radionuclides was discussed.

Biofuels were used for development of a protocol that will allow a determination of organic samples; their short description is provided later in the text. A description of the spectrometer is provided with an emphasis on possible solutions for improvements to the LSC sample measurements. These are limited due to the sample color and various chemical compositions, thus affecting the measurements through the quench.
1.1 Biofuels

According to Soetaert and Vandamme [4] the name biofuels or bio-components refers to any fuel component in the gaseous, liquid or solid state that is made out of renewable material. In the framework of this dissertation, the meaning of the terms biofuel and bio-component is a liquid fuel made from biomass that is used for vehicle movement. Vehicles have different types of internal combustion engines. The most widely used in Europe are diesel powered vehicles; therefore, such fuel is the most attractive for the development and introduction of renewables to the market. Together with gasoline and ethanol in some countries, all fuels for internal combustion engines are included [1, 2, 4, 36].

Improvements and the development of ecologically acceptable engines led to improved fuels. Vehicles in Europe are mostly diesel or gasoline powered, so two standards have been adopted to make sure that all vehicles are propelled with fuels of the same quality. The standard EN 590 (Automotive fuels-Diesel-Requirements and test methods) contains requirements like cetane number, sulfur content, flash point, carbon residue, ash content, viscosity, etc. [37]. The requirements for gasoline are written in the EN 228 standard (Automotive fuels-Unleaded petrol-Requirements and test methods) and involve the octane number, vapor pressure, boiling point, volatility, oxygenates, sulfur, and lead content [38]. Biofuels are usually added to fossil fuels in small amounts as a part of fuels’ composition.

The so-called first-generation biofuels, consisted of Fatty Acid Methyl Esters (FAME), Ethyl Tertiary Butyl Ether (ETBE) and bio-ethanol are the most popular and common forms of the biofuels on the global market at the moment [5]. FAME can have various chemical compositions and therefore different characteristics, so the quality is prescribed by the standard EN 14214 (Automotive fuels-Fatty acid methyl esters (FAME) for diesel engines-Requirements and test methods) [39]. FAME is used as an addition to fossil diesel; thus some requirements are the same as for the standard EN 590. However, the bio-component characteristics, like ester content, oxidation stability, acid value, iodine value, glycerol content, etc., have to be measured separately in order to meet the criteria when they are used as a fuel or an additive [39]. The production of biofuels, like Hydrotreated Vegetable Oil (HVO) and Fischer-Tropsch products (BTL), is being improved and used on pilot tests in
recent years [36, 40, 41]. The above-mentioned standards EN 590, EN 228 and EN 14214 cover only the first generation of biofuels. Due to the fact that the second and the third generations of biofuels are still in development and research, such fuels are not yet applicable for massive production [4, 36, 41, 42]. Some of the properties of the bio-components and their production are discussed in the following subchapters.

1.1.1 Fatty Acid Methyl/Ethyl Esters (FAME/FAEE)

FAME/FAEEs are the most used diesel bio-components and are often referred to as biodiesel. They are characterized by their yellow color and high viscosity. FAME/FAEEs are produced via a trans-esterification, which refers to the catalyzed chemical reaction of vegetable oil and an alcohol to yield the fatty acid alkyl esters and glycerol [1, 3, 4, 43, 44]. Processes differ regarding the type of applied catalyst. KOH and H$_2$SO$_4$ are the most widely used catalysts; in recent experimental studies enzymatic catalysts are used [3, 4, 43–50]. In general, the triglycerides, the main components of vegetable oil, react with alcohol and their three fatty acid chains are released from the glycerol skeleton. The released fatty acids combine with alcohol to yield fatty acid alkyl esters. If methanol is used, fatty acid methyl ester or FAME is produced [44]. Fatty acid ethyl ester (FAEE) is produced when the ethanol is used for a production. The difference between those two could be observed in reaction speed, but the final product should be of the same quality. Due to the reversibility of the reaction, excess alcohol is used to shift the equilibrium towards the product’s side [4].

First-generation bio-components made from vegetable oils have had an impact on food stocks and their prices. Thus, new processes were developed using non-edible oils [42, 44, 45, 51]. The type of oil used differs in terms of the composition of fatty acids. Rapeseed oil is the most commonly used vegetable oil for the production of biodiesel; oils from soybean, sunflower, corn, peanut, coconut, etc. are also used [47]. Biodiesels are biodegradable and unstable from the oxidation point of view. The aim of the oxidative stability control is to satisfy the quality demands during the storage of fuel [37, 39]. Samples of biodiesel with known data for the quality and production feedstock are difficult to obtain. Thus, some biodiesels were produced and characterized in the frame of this work.
1.1.2 Ethyl Tertiary Butyl Ether (ETBE)

ETBE is a clear, colorless liquid organic compound with a distinctive ether-like odor. It is produced from ethanol (47 %v/v) and isobutylene (53 %v/v). Ethanol can be produced from any renewable source, while the isobutylene is derived from a crude oil or natural gas. Like the methyl tertiary butyl ether (MTBE) and ethanol, ETBE is one of the oxygenates of gasoline used as octane boosters to replace the toxic compounds such as lead. A high octane number, low boiling point and low vapor pressure are characteristics of the ETBE [4, 52]. It can be added to fuels in levels up to 15 % [3].

1.1.3 Bio-ethanol

Bio-ethanol is a colorless liquid produced from a biomass. In blends up to 5 % (in EU) or 10 % (in US) it is used as a fuel additive, in some countries it is used as a fuel. According to Mielenz [53], ethanol can be obtained from any kind of biomass by two procedures. Both of them begin with milling and blending. Concentrated sulfuric acid is used to hydrolyze the biomass prior to the fermentation in one of the procedures. In the other procedure ethanol is simultaneously saccharificated and co-fermented. Enzymes convert the cellulose and hemicellulose to sugars that are fermented to ethanol in both processes [41, 53]. The ethanol is mainly produced from corn and sugarcane. Fewer process stages and lower energy requirements are some of the advantages of ethanol production using sugarcane. However, the excessive water requirements, temperature and the length of the growing season are the disadvantages, thus crops such as sorghum have been tested for the production of the ethanol [54]. The progress of producing ethanol from lignocellulosic biomass such as forest, agriculture or industrial wastes and energy crops has been made in recent years. The process of converting that biomass to fuel consists of the delignification, depolymerization and fermentation to ethanol [55].

1.1.4 Hydrotreated Vegetable Oil (HVO)

HVO is a clear and colorless liquid obtained from animal fat or vegetable oil. Hydrotreated vegetable oils (HVO) can be used as a bio-component addition to diesel or its subsidy [36]. In some cases HVO can be added to gasoline (see Section 8.2.1 on page 97). The production process consists of treating the fats or oils and the isomerization with hydrogen. Such fuel is only present on some fuel markets around
the European Union because of the higher costs and the challenging procedures. The oxygen from the triglycerides is removed and the triglyceride is split in multiple chains during the production [21, 36, 40, 56, 57]. The fuel obtained is chemically similar to diesel fuel; it consists of simple chained paraffin. Furthermore, the characteristics of the obtained fuel are fully in line with the standard EN 590 for diesel fuels. The storage problems of biodiesel, such as water intake, oxidation and degradability, are not a concern for HVO [36, 40].

1.1.5 New generations of biofuels

New generations of biofuels are produced from various ranges of non-edible biomass or its residues by gasification and/or pyrolysis. A synthesis gas (syngas) is produced first in both methods, containing carbon monoxide and hydrogen. The so-called Biomass to Liquid (BtL) or Fischer-Tropsch products (FT), bio-methanol and bio-hydrogen, can be obtained from the syngas with the use of a catalysts, high temperatures and pressure [41, 55, 58, 59]. Pyrolysis oil can also be produced from the biomass by undergoing fast pyrolysis with the absence of oxygen. The characteristics of the pyrolysis oil are a liquid of a dark-red brown to black color, a density up to 1200 kg/m$^3$, large water content and a varying viscosity [3]. Additional treatment steps are necessary to make them useful in vehicles.

1.2 Determination of biofuel content

The determination and certification of the bio-component content is carried out in different ways. Several analytical techniques are used; some of the methods are standardized. Methods for the determination of the biodiesel quantity are widely explored since biodiesel is the most used biofuel. Its identification is standardized with the standard EN 14078 [60], where near-infrared spectrometry with transreflectance-fiber optics (FTNIR) is used. The ethanol and ETBE quantity can be determined as oxygenates using procedures detailed in the standard EN 1601 [61] (oxygenate flame ionization detector) or EN 13132 [62] (gas chromatography using column switching). Neither method can differentiate between the biofuel and the fossil fuel. The certification of biofuels can only be made by a determination of the $^{14}$C content with AMS (Accelerator Mass Spectrometry) or any of the LSC methods. The standard ASTM D6866 (Standard Test Methods for Determining the Biobased Content of Solid, Liquid, and Gaseous Samples Using Radiocarbon Analysis)
describes the AMS and LSC methods with benzene synthesis [13]. The quantity of HVO can also be determined only by a measurement of the $^{14}$C activity, due to the similarity of the diesel and HVO compositions.

1.2.1 **Accelerator Mass Spectrometry (AMS)**

Accelerator Mass Spectrometry is a technique for precise measurements of atomic mass. A method for the determination of the biofuel content in fuels is described in the standard ASTM D6866. The sample is prepared by converting organic carbon to CO$_2$, which is further catalytically reduced to graphite. The individual isotopes of carbon are separated and quantified in an accelerator that is coupled with a mass detection spectrometer [17, 19, 28, 63–66]. Three carbon isotopes, $^{14}$C, $^{13}$C and $^{12}$C, have to be determined with great accuracy. The ratio $^{14}$C/$^{12}$C is needed for the determination of the biomass content, while the ratio $^{13}$C/$^{12}$C is used for the correction of the isotopic fractionation [17, 67]. The method can be used for a quantitative determination of all the bio-components, but extensive sample treatment and expensive equipment is demanded. The method can also be used for archaeological purposes, because only small amounts of the samples are needed. On the other hand, the drawback of the small quantity samples is, due to high surface to volume ratio, the risk for the contamination during the sample preparation. Due to the precision of the method, all the measurements have to be corrected for isotopic fractionation. In biofuels the fractionation occurs in the plant-growing period due to the different isotope intake [17, 19, 28, 63–67].

1.2.2 **Liquid scintillation counting**

Liquid scintillation counting (LSC) is a spectroscopic technique where the quantity of biofuels is determined by comparing the count rate for samples of fossil and modern origin [17]. Three methods for the determination of the bio-component in fuels are based on LSC [13, 28, 63]. Two methods need a sample pre-treatment, similar to the AMS method. The conversion of organic carbon to CO$_2$ is a crucial step for both LSC methods. In the first method (LSC-A), CO$_2$ is absorbed on an absorbent, for example, Carbosorb E or directly into scintillation cocktail [68]. In the second (LSC-B) method, CO$_2$ is carbonized at 600 °C and benzene is synthesized [28, 63, 64]. Both methods are mainly applicable for measurements of environmental samples, such as the exhaust of a nuclear power plant, samples for age determination
and the activity of $^{14}$C in water [69–72]. The LSC-A and LSC-B methods need additional caution when used for a determination of the biofuels content due to a potential self-ignition [73].

The third method is the so-called direct method and it is explored in detail in this thesis. The method does not need any sample pre-treatment; the samples are prepared by mixing a suitable scintillation cocktail with fuel. From the literature, this method can easily be used to determine the bio-content in various blends with bioethanol in fossil ethanol or gasoline [8–11, 17, 28, 29, 63]. Analyses of the biodiesel were also reported, but to a limited extent due to the extensive quench induced by the yellow color of the sample. Namely, the generated light in liquid scintillation cocktail is predominately blue, what is the complementary color of the yellow sample. Hence, the absorption of induced photons is very effective and so do quench [9, 10, 16, 26, 27]. The highest per-cent of successfully determined biodiesel (20 %) was reported by Norton and co-workers [16]. The color of the sample is intense and persistent, disturbs the light transfer between the scintillation cocktail and the photo-multiplier tube. Attempts to degrade and limit the color were also reported [35, 74]. In addition, the biodiesel’s oxidative stability limits the usability of the bio-component and disrupts the calibration [74]. However, with changes in the measurement protocol and the calculations described in this thesis, a successful determination of the pure biodiesel was achieved.

1.2.3 Transreflectance-fiber optics near infrared spectrometry (FTNIR)

Transreflectance-fiber-optics near-infrared spectroscopy (FTNIR) is proposed in the American standard ASTM D7371 [75] and the European standard EN 14078 [60]. The determination of the biodiesel blend is executed in the infrared region around 1745 cm$^{-1}$ by a comparison of the absorption in fossil fuel and biodiesel [24, 57]. The absorption in this region occurs due to the ester carbonyl bond present in the biodiesel [75]. The method has difficulty determining biodiesel percentages larger than 20. Oliveira and co-workers [20] reported an improved method that can be used for blends up to 100 % of biodiesel by combining FTNIR with partial least-squares regression (PLS) and an artificial neural network (ANN). Several calibration models have been made due to different fatty acids’ compositions [20]. Since the method is
based on fossil and biodiesel measurements in a precise absorption region it is not applicable for a variety of different bio-components.

1.2.4 Gas chromatography (GC)

Gas-chromatography (GC) can resolve different fatty acids types and can also be used to determine fatty acid composition. The EN 14103 standard [76] describes a method for a determination of the total biodiesel and linolenic acid methyl ester. During the analysis, a detailed separation of the biodiesel occurs. The volumetric percentages of the biodiesel in the blends are calculated by comparing the signals of fatty esters to external standards [49]. Many versions of the method were reported by Monteiro and co-workers [18]. They reported a change of the sample pre-treatment protocol and the use of additional internal standards [18].

1.2.5 Other methods

Some additional methods to determine the biodiesel content were described in the literature. Knothe [15] reported that blend levels of biodiesel can be determined by 1H Nuclear Magnetic Resonance Spectroscopy (NMR). The author compared the new method to the near-infrared (NIR) technique on methyl soyate in blends up to 100%. It was concluded that the results are in excellent agreement and are often in the experimental error range of the sample preparation [15].

HPLC methods for the identification of fatty methyl esters, mono-, di-, and triacylglycerol in different kinds of biodiesel were described. An UV detector is normally used and its response is proportional to the number of double bonds. If an evaporative light scattering detector (ELSD) is used, the response is related to the mass of injected solute. The sensitivity of the ELSD decreases with increasing amounts of double bonds. Such a detector is nevertheless more suitable for biodiesel measurements than a UV detector [18].

Ventura and co-workers [22, 23] reported the use of thermal lens spectroscopy for measuring biodiesel blends. The determination is based on thermal and mass diffusion effects in measurements of different biodiesel blends and impurities. The use for a quality determination of the biodiesel was also reported.
2 Liquid Scintillation Spectrometry

2.1 Detection principle

Liquid scintillation spectrometry is used for measurements of radioactivity. It is especially suitable to detect β emitting isotopes. A β emitting isotope $^{14}$C is involved in the determination of the biofuel quantification. This isotope is naturally produced in the atmosphere by neutron capture (see equation 1). When β decay occurs, an electron/positron and an antineutrino/neutrino are released (see equation 2). The energy of the decay is distributed among the particles produced. Therefore, the β particle produces a continuous spectra corresponding to a continuum of energies from $E_0$ to $E_{\text{max}}$ [31, 77]. Commonly measured isotopes are $^3$H and $^{14}$C, but also $^{32}$P, $^{90}$Sr, $^{210}$Pb, $^{210}$Po, $^{228}$Ra and $^{239}$Pu and others [31, 78].

\[
^{14}N \xrightarrow{\text{neutron capture}} ^{14}C \quad [1]
\]

\[
^{14}C \xrightarrow{\text{decay}} ^{14}N + \beta^- + \bar{\nu} \quad [2]
\]

where: $\bar{\nu}$ is antineutrino

The radioactive material is mixed with a scintillation cocktail that is a mixture of 3 types of chemicals: solvent, emulsifier and fluorescence material (scintillator). The energy from the β decay is absorbed in the emulsifier at the beginning of the scintillation process. That energy is then transferred to the fluorescent material through the solvent present in the scintillation cocktail. The fluorescence material or scintillator then emits the energy in the form of light. The scintillations are detected by the photomultiplier tube (PMT), which converts the detected light to an electrical pulse. The PMTs are usually paired and a coincidence circuit is applied. If no interferences occur during the measurement, the measured count rate is directly proportional to the amount of activity contained in the sample. In cases like measurements of biofuels, the counting efficiency must be considered through the proper transformation of counts to activity [31, 77–81] because of substantial effects of quenching and luminescence. The attenuation of detected counts in direct measurement will be further discussed in the following subchapters.
2.1.1 Quenching

The energy transfer between the radioactive isotope and the scintillation cocktail can be disturbed, which results in reduced photon production. The outcome is a spectrum shifted towards lower energies and a reduced number of counts [77]. The two most known quenching processes described in the literature can have an effect on the biofuel measurement: chemical and color quench.

![Diagram of quenching processes](image)

**Figure 1: Forms of quenching.** Top scheme presents ideal scintillation process. The second scheme presents energy transfer, where chemical quench is observed. The disturbed energy transfer due to color quench is depicted in the bottom scheme.

2.1.1.1 Chemical quench

Chemical quench is a process where the transmission of energy between the solvent and the scintillator is disturbed. Thus, it reduces the number of photons produced in the scintillation cocktail and detected by PMT [78, 81]. The liquid scintillation system’s energy transfer is described as a donor-acceptor system, and thus each non-fluorescent molecule could interfere with the transfer of the excitation energy from the solvent to the fluor (scintillator). When chemical quenching occurs, non-fluorescent molecules convert the excitation energy into heat via vibrational relaxation [82]. According to Neary and Budd [83] chemical quenching can be approximated with an exponential function of the quencher concentration. The most common causes for such quenching are the presence of oxygen, halogenated hydrocarbons, nitro-methane, etc. [83].

2.1.1.2 Color quench

Unlike the chemical, color quench impedes the last step in the mechanism. The light produced in the scintillator is attenuated by the quenching molecule, which exhibits absorption within the emission of the fluor [83]. A higher color quench can
be observed with orange-colored samples due to the complementarity with the scintillation light, being predominantly blue [84]. The shifted spectra of the color-quenched sample appears as depressed and spread out because the path length between the scintillation event and the PMT alters the pulse-height distribution. Compared to the chemical quench, which behaves differently, this could cause an experimental error and a misinterpretation of the results (see Figure 2) [81, 83, 84]. According to Neary and Budd [83] in spectra of higher energy β like $^{14}$C, the difference is more pronounced.

![Figure 2: Spectral difference between color and chemical quench [81].](image)

### 2.1.2 Chemo-luminescence / Photo-luminescence

The light produced in the scintillation cocktail is observed as flashes of luminescence. When light is formed and released from the LSC sample, an additional disturbance can arise. Samples containing peroxides or having an alkaline pH are subjected to chemo-luminescence [81]. The mechanism of a chemically produced light differs from the scintillation, which is a consequence of the radioactive decay. Radioactive decay produces multiple photons, while chemo-luminescence produces a single photon. The use of the two opposing PMTs and the electronic coincidence gate eliminate such an event. If two chemo-luminescence events occur in the time span of the coincidence gate, the pulses are accepted as a radioactive decay [31, 78]. Photo-luminescence occurs when the fluor in a scintillation cocktail is excited by UV light in the sample-preparation period. The photo-luminescence decays in a matter of
minutes. We were able to sufficiently eliminate photo-luminescence with applied time for the adaption of samples to the counter’s temperature [81].

2.1.3 Counting efficiency

For a determination of the activity, it is necessary to take into account the counting efficiency. Part of the decreased counting efficiency is due to the PMT characteristics, but the majority is related to the observed quenching [81]. For a description of the level of quenching, quench-indicating parameters are used. Different manufacturers of LSC counters use different names and protocols to describe and calculate them. The literature often divides the quench-indicating parameters into three groups according to the spectra used, namely: the external standard spectrum, a sample spectrum and internal standardization [31, 81, 85]. The external standard spectrum and the internal standardization were used in this research, and thus a short description is provided later in the text. Quench-indicating parameters calculated from the sample spectra describe the relation of the spectra gravity and the counting efficiency. Two of the most common representatives are the Spectral Quench Parameter of the Internal standard (SQP(I)) and the Spectral Index of the Sample (SIS).

![Figure 3: External standard spectra. SQP(E) value of measured sample was 817 that was obtained from the 99 percentile of the spectral area.](image)

In the Quantulus 1220 (PerkinElmer, Wallac Oy), the Spectral Quench Parameter of the External standard method SQP(E) is used to determine the degree of quench in the sample. It is calculated from the position of the 99 percentile of the area under the $^{152}$Eu spectrum (see Figure 3). A measurement of the standard usually takes one additional minute. Some of advantages for use of this parameter for a fast quench
evaluation are: the method is a non-destructive and its high precision is independent of the activity of the sample [78].

Internal standardization is one of the procedures where the counting efficiency is determined by the addition of a known activity of a radionuclide in a vial. The determined efficiency is correct when the addition of the internal standard does not change the sample-quenching level. The procedure consists of four steps: the sample’s count rate determination, the addition of a known amount of standard, the standard’s count-rate determination and an efficiency calculation [81].

### 2.2 Spectrometer Quantulus 1220

All our measurements were performed on an ultra-low-level liquid scintillation spectrometer Quantulus 1220 (Wallac Oy, PerkinElmer) purchased in 2006 (serial number 386). All such LSC spectrometers consist of 2 dual programmable multichannel analyzers (MCA) and enable simultaneous measurements of 4 spectra with a 1024 channel resolution (see Figure 4 and Table 1). The channel is a logarithmic conversion from the analogue to the digital signal. Due to the logarithmic scale, the optimization of the measuring conditions can be made with an improved energy resolution and signal-to-noise ratio [86]. The conversion of the channels to the corresponding energy can be made with equation 3. The parameters of the conversion were empirically determined for the specific Quantulus.

\[
E = e^{a \frac{ch}{b}}
\]  

where:  
- \(a\) is a constant (6.91)  
- \(b\) is the total number of channels (1024)  
- \(ch\) is the channel number.

The background count rate in the measurements of environmental samples is very important. The background in the Quantulus is reduced with both passive and active shielding. The passive shield consists of asymmetrically positioned lead coupled with a layer of copper around the measurement chamber, which reduces the counts from cosmic radiation and radiation resulting from the interactions of cosmic radiation and the shielding material. Active shielding is positioned in the guard and consists of a
mineral oil scintillator above the measurement chamber and two PMTs (see Figure 4). The PMTs in the guard detect the scintillations caused by the external radiation. In pre-designed protocols such signals can be observed in the second MCA. Since thermal noise in PMT’s can have a great influence on the efficiency and stability of the counter the Quantulus, is equipped with a Peltier cooling unit to stabilize the temperature in the measurement chamber or change it by up to 12°C from the counter’s surroundings [78, 86].

![Figure 4: Wallac Quantulus 1220 circuit scheme](image)

Figure 4: Wallac Quantulus 1220 circuit scheme [86]. Quantulus consists from 4 PMTs, two coincidence units and two multichannel analyzers. The coincidental events recorded in the sample PMTs are amplified, converted to a digital signal and directed to a pre-determined multichannel analyzer.

### 2.2.1 Pre-designed counting protocol for $^{14}$C measurements

The Quantulus has two fully programmable MCAs, which can be split into two halves. In Table 1 a pre-designed setup for the $^{14}$C measurements is presented. The protocol is set up in a manner such that one MCA covers the guard (MCA2) and the
other analyses the sample count rate. The events in the sample spectrum (MCA1 half 1) have to be coincidental in the PMT’s of the measurement chamber. This is used as a trigger for the analog-to-digital conversion (ADC Trigger). If the converted events are not coincidental with the guard pulse or rejected by the pulse amplitude comparator (PAC) they are directed in the first half of MCA1, otherwise they are directed to the second half of MCA1 [86, 87].

Table 1: $^{14}$C pre-designed protocol configuration. Event is shown in the sample spectrum (MCA1 half 1) if it is coincidental in both PMTs and it is not rejected by the PAC setting.

<table>
<thead>
<tr>
<th></th>
<th>MCA1</th>
<th>MCA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC Input</td>
<td>LRSUM</td>
<td>GSUM</td>
</tr>
<tr>
<td>ADC Trigger</td>
<td>L*R</td>
<td>G</td>
</tr>
<tr>
<td>Inhibit</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Memory Split</td>
<td>PAC+G</td>
<td>L*R</td>
</tr>
</tbody>
</table>

Several parameters can be changed in such a protocol: observed spectra, PAC (Pulse Amplitude Comparator) value, coincidence bias, etc. Furthermore, a special setup programmable according to the user’s demands can be made, all four functions of the circuit can be changed and functions such as Delayed Coincidence (DCOS), PAC and Pulse Shape analysis (PSA) can be applied [87]. Due to the optimization experiments some changes of the protocol have been made, and in addition the subsequent text explains the meaning of PAC and PSA.

2.2.2 Pulse Amplitude Comparator (PAC)

External radiation and/or trace amounts of radioactive nuclei in the glass envelope of the PMT can cause Cerenkov or fluorescence events. If such an event occurs, the affected PMT pulse will have a large amplitude with the ability to cause a small amplitude pulse in the opposing PMT. Such signals are often referred to as optical crosstalk (see Figure 5). Events in the sample create signals with much smaller differences. Since the PMTs are independent of each other, a comparison of the signal amplitudes can be made. The PAC refines the coincidence of the two facing PMTs by gating on the ratio of the smaller to larger pulse. It is user-adjustable.
in scale from 1, where amplitudes can be highly different (no PAC), to 256, where the amplitude ratio is about 0.8 [78, 86]. The amplitudes of all events are compared and sorted into the MCA halves when the PAC is used as a trigger.

Figure 5: PAC scheme [86]. In PAC the amplitude of the event recorded by PMT is compared. If the ratio of both PMTs is equal or above the prescribed ratio the event is accepted and shown in the sample spectrum.

2.2.3 Pulse Shape Analysis (PSA)

The Pulse Shape Analysis circuit differs between the alpha and beta pulses by measuring the pulse decay time or length. Alpha-like particles contain a slow florescence component and therefore give a longer pulse, while the beta-like radiation consists of the fast florescence component and gives a shorter pulse (see Figure 6). Some slow florescence events can be observed in the glass-vial background measurements due to the radioactivity of the vial material [78]. The background can be decreased if a correctly set PSA value is applied, where all the beta-like signals will be directed to one spectrum and alpha-like to the other. As in the PAC circuit, the PSA value can also be changed from level 1 to 256. The value 1 means that all the events are alpha-like and the value of 256 for all events are beta-like [86]. The settings of the PSA value are specific for the spectrometer, and thus the measurements should be repeated for each counter applied. Some effects of the sample quench on the PSA value were reported in the literature [86, 88–92]. The counter electronics could be misled because the increased quench shortens the pulse length [86, 89]. Pates et al. [92] and Villa et al. [88] explained the shifting PSA with the dependence of the value on the radionuclide decay energy.
Figure 6: Differentiation of event origin [86]. Alpha-like events are represented with slow fluorescence and thus give a longer pulse. On the other hand, beta-like events consist of fast fluorescence, and thus their pulse is shorter.
3 Synthesis of biodiesels and their characteristics

3.1 Introduction to biodiesel synthesis

Biodiesel is produced via the trans-esterification of the fatty acids of vegetable oils and animal fats. Several potential biodiesel resources from different feedstocks are reported and discussed in the literature [42, 47, 51, 58, 93, 94]. Refined vegetable oils are the raw material of the first generation. But there is a lot of controversy regarding the competition with foods and the high transformation costs. For that reason non-edible seeds, algae and waste cooking oil (WCO) have been studied recently [47]. However, such oils can have high contents of free fatty acids (FFA), phospholipids (PL), odorants, etc., while refined oils usually have a low content of impurities. Impurities, especially FFA, greatly affect the trans-esterification with alkali catalysts by causing saponification [1, 4, 44]. Based on the characteristics of the raw material researchers chose between alkaline, acidic, enzymatic or heterogeneous catalysts. According to Ma and Hanna [47] alkaline catalysts are more effective and give faster reaction speeds than acid catalysts, but they require low FFA contents (< 0.5 % w/w). The reduction of the FFA content and the avoidance of saponification can be achieved by pre-esterification. Helwani et al. [95] reported that even a reaction catalyzed by alkali (NaOH or KOH) at 60–70 °C, atmospheric pressure and with excess alcohol can take several hours to complete. The use of an acid catalyst eliminates the problem of saponification. The most often applied acid catalysts are sulfuric, phosphoric, hydrochloric and organic sulfonic acids. Meher et al. [96] reported the superior catalytic activity of sulfuric acid compared to the hydrochloric acid in the conversion of WCO. In the literature researches are focused on methanolysis, but since ethanol is less toxic and it is mainly derived from a renewable biomass, ethanol was used in the production processes of this thesis.

The production of biofuels was conducted in the laboratory of Group of Biocatalysis and Bioenergy at the Institute of Catalysis and Petrochemistry in Madrid, Spain. In this study, the acid-catalyzed reactions of several oils reported in the literature were compared. The reaction conditions were optimized and applied on WCO, where the effect of the type of substrates agitation, catalyst loading, temperature and molar ratio were determined. The optimal conditions obtained by
WCO were applied in the scale-up production of biodiesel from an additional 8 feedstock oils. Refined and non-refined oils of first and second generation were used.

3.2 Materials and methods

3.2.1 Materials

Refined oils of corn (Zea mays), rapeseed (Brassica napus) and soya (Glycine max) were purchased from the Slovenian market. Non-refined oils of camelina (Camelina sativa) and sunflower (Helianthus annuus) were also obtained from the Slovenian market. Refined sunflower oil was obtained from the Spanish market. Other samples of non-refined camelina oil were a generous gift from the Camelina Company España. Non-refined jatropha oil (Jatropha curcas) was kindly provided by Biodiesel Chiapas (Tuxtla Gutiérrez, Chiapas, Mexico). The waste cooking oil, also used for obtaining the biodiesel production conditions, was collected from restaurants on the Campus of the Autonomous University of Madrid, Spain. The sulfuric acid (H₂SO₄, 96 %) was used as a catalyst and purchased from Panreac (Barcelona, Spain). The internal standard, hexadecane and 0.5M sodium methoxide in methanol were obtained from SIGMA-ALDRICH (Madrid, Spain). From Supelco (Bellefonte, PA) 37 FAME Mix GC standard was bought. Other employed solvents were GC-grade from Scharlab (Barcelona, Spain).

3.2.2 Methods

The waste cooking oil was filtered for the removal of any suspended matter. Furthermore, molecular sieves were added to the resultant filtered oil and left through the night at 60 °C.

Monitoring of the esterification stages and the final product were conducted by GC analysis with the method described in Hernandez and Otero [49]. At different reaction times, 400 µL aliquots of samples were taken. Water (0.2 mL) and hexane (2 mL) were added to all the aliquots, which were vigorously mixed with a vortex for 5 min. The ethyl esters in the hexane layer were extracted and dried with sodium sulfate. One µL of the extract was analyzed on Agilent 6890N GC fitted with a flame ionization detector (FID). The Supelco 37 FAME Mix was used for the identification of various fatty acids.
3.3 Optimal production conditions

Most non-edible vegetable and low cost oils contain high FFA and water levels. Thus the selection of the catalyst was under consideration. A strong acid catalyst (H₂SO₄) was chosen. Once the optimal reaction conditions determined for the waste cooking oil conversion were tested, a wide variety of feedstock oils was pursued. In this process, the type of agitation, the loading of the catalyst, the effect of temperature and the ethanol:oil molar ratio were evaluated.

3.3.1 Type of agitation

The reaction mixtures had to be agitated in order to facilitate the mass transfer of the two non-miscible reactants (alcohol and oil). Orbital and magnetic agitations were compared in terms of the homogeneity of the mixture and the complete interactions between the reactants. Two sets of reactions were performed using orbital or magnetic agitation at 200 rpm, 60 °C, and 6:1 molar ratio of EtOH: to oil, 10 % w/w H₂SO₄ and 24 h reaction. According to the obtained results magnetic agitation was more effective, obtaining 98 % trans-esterified acids (TA) after 7 h. Meanwhile, 91 % TA was obtained with orbital agitation. These results suggested that when a magnetic type of agitation was used an efficient mixing of the reactants and the proper catalyst-substrate interaction were obtained. Therefore, magnetic agitation was used for further trials.

Different agitation speeds were not evaluated in our research, but the effectiveness of the tested speed (200 rpm) was already noted by Stamenković et al. [97], who reported that the esterification of vegetable oil could be performed with speeds in the range from 200 to 600 rpm. At lower temperatures (25-60 °C), Helwani et al. [95] reported the use of slightly higher agitation speeds (300-700 rpm) when sunflower oil was trans-esterified.

3.3.2 Loading of catalyst

Trials for the determination of the optimal catalyst loading were conducted using magnetic agitation at 200 rpm, a molar ratio of 6:1 (EtOH:oil) at 100 °C for 24 h. The tested loadings were 2, 5 and 10 % of H₂SO₄ with respect to the weight of the substrate’s mixture. The effect of catalyst loading on biodiesel production is depicted in Figure 7. The results show that the use of 5 % w/w H₂SO₄ ensures 98 % TA after
7 h. This assures the presence of a sufficient percent of catalyst to convert all the fatty acid residues into TA. This was considered as the optimal catalyst loading for further tests. The results obtained with 2 % of catalyst were similar to those with 5 %, and after 7 h of reaction 95 % TA was converted. The increase of catalyst loading did not increased the production of TA or permitted to reduce the reaction time. In fact, the reactions with 10 % of the H$_2$SO$_4$ were the slowest ones.

![Figure 7: Catalyst loading and the production of biodiesel.](image)

**Figure 7: Catalyst loading and the production of biodiesel.** The reactions were conducted at 100 °C, 200 rpm magnetic agitation and 6:1 (EtOH:oil) molar ratio. Reaction with 5 % of catalyst was shown as the best. Total ester yield is shown as larger than 100 % due to measurement’s uncertainty.

### 3.3.3 Effect of temperature

The reaction rate and ester yield are influenced by the reaction temperature where an increased temperature facilitates the mass transfer and increases the reaction speed [98]. However, the process economy demands a temperature below the alcohol’s boiling point. A set of samples in reactors with magnetic agitation at 200 rpm, 6:1 molar ratio (EtOH:oil) and 5 % w/w H$_2$SO$_4$ were prepared for these experiments. Temperatures of 60, 80 and 100 °C were evaluated.

Already after a relatively short reaction time (< 7 h), high conversion rates were observed. The reaction at 60 °C reached 92 % TA, which was also the maximal conversion of fatty acids for this temperature. At the same reaction time, reactions at 80 °C and 100 °C obtained 95 and 98 % conversion to TA, respectively. Both
reactions were completed when tested after 24 h. Nevertheless, the reaction at 100 °C was faster and gave sufficient yield. Thus this temperature was chosen for further experiments. Miao et al. [46] reported the fastest reaction and the highest ester yield (98 %) at the highest explored temperature (120 °C). According to Ma and Hanna [47], the reaction temperatures in alkali-catalyzed reactions are lower than in acid-catalyzed processes. In our acid-catalyzed reactions the tests were conducted with waste cooking oil where, due to free fatty acids content, saponification and reducing ester yield is a real problem using alkali-catalysts.

3.3.4 Molar ratio evaluation

Trans-esterification is a reversible reaction. Thus the ethanol:oil molar ratio significantly influences the fatty acids conversion. Nevertheless, a higher molar ratio also increases the miscibility of final products: biodiesel and glycerol. Studies with different substrate molar ratios are reported in the literature. Vyas et al. [44] reported a reaction with ratios from 6:1 to 30:1 (MeOH:oil) with H_2SO_4 as a catalyst. Wang et al. [99] reported a high TA yield after 10 h of reaction with a 20:1 (MeOH:oil) ratio and 4 % of H_2SO_4. Keeping in mind the easy separation of the final products, the ratios 3:1, 6:1 and 9:1 (EtOH:oil) were explored in this thesis. The effect of the reagents’ molar ratio was evaluated at 24 h, 100 °C, 5 % w/w H_2SO_4 and 200 rpm magnetic agitation. The TA yield for the 3:1 ratio was the highest after the first hour of reaction, but the final yield was only around 80 %. A fast reaction was also obtained with the 9:1 ratio, but after 7 h the 6:1 ratio had the same TA yield (around 100 %). Because the content of TA after 7 h of reaction time was comparable for both 6:1 and 9:1 ratios, the 6:1 was considered as a sufficient ratio for the optimal acid-catalyzed trans-esterification reaction.

3.4 Scale-up production from various feedstock oils

Different vegetable oils were used for biodiesel production on a larger scale. With the intention to cover both the existing and possible future feedstock, the choice was made between first- and second-generation vegetable oils. Refined oils of corn, soybean, rapeseed and sunflower as well as non-refined sunflower oil were chosen as representatives of the first generation. Jatropha and two Camelina sativa oils were taken as second-generation representatives. The scale-up production of the vegetable oils was conducted using the previously optimized conditions for WCO on a small
scale, namely: with 200 rpm magnetic agitation, 5 % w/w H\textsubscript{2}SO\textsubscript{4} and 6:1 EtOH:oil ratio. The reactor size was increased from 20 mL to 1 L. The reaction speed and ester yield were similar at 80 and 100 °C. Thus it has been decided to use the lower temperature in a further experiment. The esterification process in each reactor was stopped when at least 90 % TA was obtained. From the results reported in Figure 8 the maximal conversion obtained under these conditions could be higher than those obtained at 7 h. The separation of final products was conducted by decantation overnight.

**Figure 8: Scale-up reaction monitoring.** Scale-up was made on oils of corn, jatropha, soya, rapeseed, sunflower (Slovenia, Spain) and camelina (Slovenia, Spain). The highest yield in 7 h was obtained by jatropha oil, while all other oils had yields between 90 and 95 % TA.

During the first two hours of the reaction the highest reaction rate was observed for rapeseed oil, while Spanish sunflower was the lowest with 40 % converted TA. After 5 h of the reaction the highest yield (98 %) was obtained with jatropha oil. Rapeseed, soybean and corn oils also gave yields above 80 % for 5 h of reaction. After 7 h of reaction the jatropha oil gave 100 % of ester yield. Other oils gave yields between 90 and 95 % of TA.

According to the literature, pre-treatment affects the speed of esterification and catalyst performance in the industrial production of biodiesel [46, 47]. In this thesis biodiesels from both refined and non-refined oils were prepared. Thus a comparative analysis could be made. Oils of corn, rapeseed and soya from the Slovenian market
and sunflower from the Spanish market were refined, while all the other oils were non-refined. The average TA yield of the refined oils was 92.9 ± 2.2 %, while the average of the non-refined oils was 92.8 ± 5.0 % TA. In the tested oils and for the used catalyst it has been shown that pre-treatment does not play a significant role. Furthermore, the use of an acid catalyst (H₂SO₄) is supported with economical and technical (no production of soaps) reasons [4, 47].

### 3.5 Characterization of produced biodiesels

The chemical composition and/or physic-chemical properties of biodiesels can have a severe effect on LSC measurement, due to the quench explained in Section 2.1.1 (see page 12). For the same reason the direct LSC method is not commonly used for the measurements of biodiesel. In other LSC methods (see Section 1.2.2 on page 8) the chemical characteristics of the sample do not affect the measurement because they change during sample preparation. In LSC measurements of the reported literature, the studies of various biodiesels are only focused on their different overall carbon percentage. The differences among bio-based materials were noted by Norton and Devlin [17] and Culp et al. [64] when bio-based carbon was determined in accordance with the ASTM D-6866 standard. But Norton et al. [16] discussed that these differences in various biodiesel materials should be insignificant because their average carbon chain lengths are in the range C16-C20. These authors also stated that the difference in the activity of the sample (about 7 %) could be related to the petrochemically produced alcohol used in the trans-esterification process [16].

In order to investigate the effect of biodiesel characteristics on a direct LSC measurement, the characterization of the produced fuels was necessary. Biodiesels given to the market had to be tested in accordance with the EN 14214 standard [39]. But those data are almost impossible to obtain. In order to define the properties of the biofuels produced in the laboratory, some measurements were performed under the EN 14214 standard. Three parameters that could be important for further LSC measurements were determined immediately after production at the biocatalysts and bioenergy laboratory of the Institute of Catalysis and Petrochemistry. These parameters were the fatty acid composition, oxidative stability and acid number. Regarding the fatty acid composition, the standard EN 14214 is limited to the
contents of linolenic acid and the total ester content. Instead of that the complete fatty acid composition was evaluated. The oxidative stability was evaluated in relation to biodiesel’s ageing process, while the acid number could give an insight into the chemical quench present at LSC measurement. In accordance with EN 14214 the cold filter plugging point, density, water content, sulfur and phosphorus content, iodine number, content of glycerol and glycerides, total ester content and content of linoleic ester were determined at the laboratory for fuel measurements at Petrol d.d. The fatty acid composition was also measured one year after production by Petrol d.d. for the evaluation of the chemical change by ageing.

3.5.1 Fatty acids composition

Table 2: Fatty acid composition of produced biodiesels

<table>
<thead>
<tr>
<th></th>
<th>FA</th>
<th>C16:0</th>
<th>C18:0</th>
<th>C18:1</th>
<th>C18:2</th>
<th>C18:3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-refined oils</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camelina SI</td>
<td>7.33</td>
<td>0.81</td>
<td>23.33</td>
<td>31.17</td>
<td>37.36</td>
<td></td>
</tr>
<tr>
<td>Camelina SP</td>
<td>12.25</td>
<td>6.34</td>
<td>34.16</td>
<td>47.25</td>
<td>5.8</td>
<td></td>
</tr>
<tr>
<td>Sunflower SI</td>
<td>1.54</td>
<td>2.15</td>
<td>83.79</td>
<td>12.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jatropha</td>
<td>13.31</td>
<td></td>
<td>31.76</td>
<td>53.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waste cooking oil</td>
<td>13.02</td>
<td>0.27</td>
<td>36.24</td>
<td>50.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refined oils [%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rapeseed</td>
<td>7.19</td>
<td></td>
<td>39.61</td>
<td>51.95</td>
<td>1.24</td>
<td></td>
</tr>
<tr>
<td>Sunflower SP</td>
<td>7.33</td>
<td>3.63</td>
<td>23.33</td>
<td>61.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corn</td>
<td>10.67</td>
<td></td>
<td>19.64</td>
<td>68.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soya</td>
<td>14.51</td>
<td></td>
<td>28.99</td>
<td>54.87</td>
<td>1.62</td>
<td></td>
</tr>
</tbody>
</table>

The fatty acids composition was determined in order to obtain the total number of C atoms. The GC analysis in accordance with the Hernandez-Martin and Otero [49] procedure (see Section 3.2.2 on page 21) was used for a determination of the fatty acid composition. The compositions of the produced biodiesels are presented in Table 2. Palmitic (C16:0), oleic (C18:1) and linoleic (C18:2) acids esters were measured in all the produced biodiesels. From the evaluation of the differences encountered among the non-refined and refined biodiesels, we concluded that
biodiesels produced from refined oils obtained a higher percentage of polyunsaturated (linoleic) acid than those made from non-refined oils. In the literature, similar fatty acids levels were reported for the same feedstock biodiesels, despite their different production substrates and synthesis methods, either using alkali or acid-catalyzed trans-esterification with methanol or ethanol [100–102].

### 3.5.2 Oxidative stability and acidity value

The parameter of oxidative stability is a direct indicator of the biodiesel’s lifetime, with each hour of induction time equivalent to one month of usability as a fuel [39]. The test method for the determination of the oxidative stability is described by EN 14112 and called the Rancimat method [103]. In this thesis a 743 Metrohm Rancimat apparatus (Herisau) operating at a temperature of 110 °C was employed. The analysis consists of weighting 2.5 g of biodiesel into a glass vessel and adding 50 mL of deionized water to the conductiometric cells connected with a heated sample. The obtained induction time is used as an indicator of the oxidative stability. The acidity value of the oils determines the quantity of KOH (in mg) needed for neutralizing the biodiesel (1 g) and it is an indicator of free fatty acids content. The procedure is specified in the EN 14104 standard [104]. The importance of biodiesel’s acidity value in LSC measurements was evaluated with the idea of using this parameter as an indicator of the chemical quench. The levels of these two parameters are prescribed in the EN 14214 standard. For the oxidative stability, the limit is 6 h while for the acidity value a maximum of 0.5 mg KOH/g [39] is prescribed. The obtained results are divided in accordance with the oil pre-treatment and are presented in Table 3.

The acidity value is lower in the case of biodiesels from refined oils than in those from non-refined ones. However, only three biodiesels would comply the prescribed values in standard EN 14214 for the acidity value (< 0.5). These are the biodiesels from soya, rapeseed and jatropha. Although the acidity value for biodiesel from waste cooking oil was expected to be higher (AV above 1), the highest observed level was that of the biodiesel produced from the sunflower oil of the Slovenian market. This high value could be explained by the large amount of unreacted FFA, since this was one of the oils with a lower conversion level (see Figure 8 on page 25). As will be shown further in the text (see Section 7.4 on page 69), LSC
measurements of this fuel obtained the highest counting efficiencies. Consequently, the acidity value could not be used as an indicator for a chemical quench. Furthermore biodiesels with low acidity values obtained a large variety of observed quench values. From the literature, Ramos et al. [105] reported acidity values for rapeseed, soya, sunflower and corn biodiesel of 0.16, 0.14, 0.15 and 0.15, respectively. These values are not in agreement with our measurements. Our higher values could be a consequence of the higher water content that produces hydrolysis of the glycerol.

**Table 3: Oxidative stability (OS) and acidity value (AV) measurements**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Non-refined [%m]</th>
<th>Refined [%m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cam. SI</td>
<td>Cam. SP</td>
</tr>
<tr>
<td>AV [mg KOH/g]</td>
<td>1.27</td>
<td>0.97</td>
</tr>
<tr>
<td>OS [h]</td>
<td>2.58</td>
<td>2.18</td>
</tr>
</tbody>
</table>

Oxidative stability is a characteristic of each individual oil/biodiesel, since it is related to FA composition and the antioxidant content of the feedstock. This can be demonstrated with the biodiesel produced from sunflower and camelina oils whose oxidative stability values were similar. Waste cooking oil has been reheated several times during its use, thus it has a low oxidative stability, as expected. In order to comply with the standard EN 14214 oxidative stability requirement, all biodiesels with less than 6 h of stability need more additives to increase their oxidative stability. Compared to the values reported in the literature (0.15 and 2 h [105]), the values obtained for sunflowers were above this range, while others were comparable within 1 h.

### 3.5.3 EN 14214 measurements

Some measurements demanded in the EN 14214 standard were conducted for an evaluation of the physical and chemical characteristics of the produced biodiesels, and to compare them with some industrial biodiesels from the literature. The results
of those measurements are presented in Table 4 and discussed in individual subchapters.

**Table 4: Physical characterization in accordance to EN 14214.** Order of biodiesels from left to right: camelina Slovenia, camelina Spain, sunflower Slovenia, jatropha, waste cooking oil, rapeseed, sunflower Spain, corn and soya.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Non-refined [%m]</th>
<th>Refined [%m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cam.</td>
<td>Cam. SI</td>
<td>Cam. SP</td>
</tr>
<tr>
<td>SF SI</td>
<td>Jat.</td>
<td>WCO</td>
</tr>
<tr>
<td>Refined [%m]</td>
<td>Refined SF SP</td>
<td>Refined Corn</td>
</tr>
<tr>
<td>Cold filter plugging point [°C]</td>
<td>-9</td>
<td>-8</td>
</tr>
<tr>
<td>Density [kg/m³]</td>
<td>880.4</td>
<td>882.9</td>
</tr>
<tr>
<td>Water [mg/kg]</td>
<td>&gt; 1000</td>
<td>&gt; 1000</td>
</tr>
<tr>
<td>Sulphur [mg/kg]</td>
<td>&gt; 60</td>
<td>&gt; 60</td>
</tr>
<tr>
<td>Phosphorus [mg/kg]</td>
<td>&lt; 3</td>
<td>&lt; 3</td>
</tr>
<tr>
<td>Iodine number [g I/100g]</td>
<td>202.9</td>
<td>198.6</td>
</tr>
<tr>
<td>Ester [%m]</td>
<td>43.8</td>
<td>44</td>
</tr>
<tr>
<td>Linolenic [%m]</td>
<td>22.6</td>
<td>21.1</td>
</tr>
</tbody>
</table>

### 3.5.3.1 Cold filter plugging point

The cold filter plugging point (CFPP) is a characteristic which determines the temperature sensitivity of biodiesel, specifically at which temperature glycerol from the biodiesel would plug the filter [105]. The average environmental temperatures differ across Europe. Thus this characteristic is based on the temperature of the climatic zone and determined individually for each country. The CFPP parameter
should be at least -20 °C for Central and Western Europe diesel in the winter period [106, 107]. From observation of the data obtained for the biodiesels, manufactured on our own for the purpose of the thesis, the additives to improve their CFPP values would be needed. However, in the summer period, these measures would not be necessary. According to the largest distributor of fuels in Slovenia [108], such additives are used in all fuels sold in the winter season. The lowest temperature sensitivity was obtained for rapeseed and corn biofuels, which could be one of the reasons for the popularity of these feedstocks on the fuel market [47]. From the literature, Ramos et al. [105] reported CFPP temperatures for rapeseed, soya and corn biodiesels within the range of our measurement uncertainty (2 °C).

3.5.3.2 Density

According to the standard procedure, the density is determined at 15 °C [109, 110]. The EN 14214 standard limits the density to 860-900 kg/m³. Thus all our biodiesels comply with this requirement [39]. As can be observed from Table 4, all the biodiesels had a density around 880 kg/m³. This was not expected, since a great variety of values have been described in the literature. Srivastava [111] reported biodiesels of sunflower, soya and rapeseed oils with densities of 916, 913 and 911 kg/m³, respectively. While Demibras [112] reported a densities of waste cooking oil and its biodiesel of between 897 and 924 kg/m³.

3.5.3.3 Water content

Biodiesel is hydrophilic, and the water content depends on the storage conditions [4]. Our biodiesels were stored in plastic bottles at room temperatures in a locker. The effect of unsuitable storage conditions and a long period between production and measurement is clearly shown in the water content. Measurements show that none of the biodiesel produced would comply with the EN 14214 standard limit for water content, which is 500 mg/kg [39]. The closest to the limit is the biodiesel from Slovenian sunflower, which could be dehydrated with molecular sieves. This desiccant was used to treat waste cooking oil before biodiesel production. Although water content is rarely mentioned in the literature, Demirbas [112] reported a water content of 460 mg/kg for biodiesel produced from waste cooking oil.
3.5.3.4 Sulfur content

Fossil diesel often contains large amounts of sulfur. It has been widely demonstrated that sulfur represents one of the greatest environmental risks, due to the formation of acid rain. One of the major advantages of biodiesel is its low sulfur content. However, organic compounds containing sulfur produce a protective layer on the metal surfaces of engines, therefore increasing their lifetime [2, 4]. The EN 14214 standard limits the sulfur content in fuels to 10 mg/kg. Environmentally undesirable components in fuels are reduced in refineries worldwide [39]. The quantities of sulfur measured in our samples were above the EN 590 and EN 14214 limits (max. 10 mg/kg). Thus these fuels could not be used in European countries. It is safe to presume that the quantities of sulfur measured in the produced biodiesels are a consequence of unsophisticated cleaning of the samples after production. However, the sulfur contents reported in the literature are often much higher than the limit value of the European standard. Nicolau et al. [113] reported sulfur contents in used diesels between 10 and 130 mg/kg. The production of our biodiesels was not made on an industrial scale and the fuels are not used in the fuel market. Thus in these cases, the significance of the sulfur content is minimal.

3.5.3.5 Phosphorus content

The significance of the phosphorus content is due to its effect on the catalytic conversion of the fuel in the vehicle’s exhaust system. The presence of phosphorus depends on the type of raw material, since it is related to the phospholipids content of the oil. The quantity of phosphorus decreases if refined oils are used [114]. According to the results obtained in this thesis, the quantity in all the fuels produced is lower than the EN 14214 limit of 10 mg/kg [39]. Mendow et al. [93] reported that 97 % of phosphorus was found in the glycerin phase. The separation of biodiesel and glycerol was conducted overnight. This explains the low values found for the phosphorus content. A differentiation between refined and non-refined oils was not observed.

3.5.3.6 Iodine number

The iodine number is related to the number of fatty acid double bonds. Analyses of this parameter can give an insight into the sample composition. Encinar [115] reported that the higher iodine numbers, the higher the number of double bonds in
biodiesel. The limit for the iodine number is 120, according to the EN 14214 standard [39]. All our biodiesels gave levels between 139.6 and 202.9, which means the iodine numbers are too high. This could be the consequence of biodiesel ageing at the time of measurement, since as I will show further in the text, the degradation of fatty acids increases the number of double bonds. Encinar [115] also reported variations in the iodine numbers between 71.3 and 99.4 in biodiesel prepared from the same vegetable oil.

### 3.5.3.7 Total ester content and content of linolenic acid ester

The total ester content is a parameter that determines the quality of biodiesel, since it is related to the conversion products. Biodiesel is a biodegradable material, thus the total ester content is reduced during storage [4, 101]. This can also be observed from the results presented in Table 4, where only biodiesel from Slovenian sunflower oil maintained a relatively high ester content. This is not surprising, since according to measurements of oxidative stability (see Table 3 on page 29), sunflower biodiesel had the highest observed number. In the case of sunflower biodiesel from Spain, the low ester content could not be explained. The observed ester contents were expected due to the low oxidative stabilities of other biodiesels. According to the EN 14214 standard limit for ester content, these fuels could no longer be used as fuels [39].

The degradation of biodiesel increases the number of unsaturated fatty acids, while the quantity of linolenic acid is also increased [4, 101]. Since the EN 14214 standard limit is 12 %_m, both camelina biodiesels exceed the prescribed limit. The rest of the biodiesels obtained a lower content of linolenic acid ester. According to the reports of Ramos et al. [105], the observed linolenic contents from 0.1 to 7.9 %_m were not significantly higher; furthermore, in the case of soya and rapeseed biodiesels our levels were significantly lower.

### 3.5.3.8 Glycerol content

The glycerol content is a measure of the biodiesel’s separation efficiency and the age of the biodiesel. Glycerol from biodiesel separation was conducted by decanting in a column overnight. Thus, low quantities of glycerol were expected. However, glycerol is produced again during biodiesel degradation, since it is one of the decay products [4, 46, 47, 105, 116]. The results of measurements are presented
in Table 5. According to the EN 14214 standard, the total glycerol quantity exceeded the limit value only in corn biodiesel, while the free-glycerol quantities were over the limit in camelina Slovenia, jatropha, waste cooking oil, corn and soya. In the literature, Ramos et al. [105] reported similar total glycerol contents in corn, rapeseed and sunflower biodiesels, while the free-glycerol contents were always lower than those observed in our biodiesels. However, Mittlebach [116] reported higher free and total glycerol contents in rapeseed biodiesel (0.02 and 0.24, respectively).

### Table 5: Glycerides and glycerol measurements

<table>
<thead>
<tr>
<th>Parameter [‰]</th>
<th>Non-refined [%m]</th>
<th>Refined [%m]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cam. SI</td>
<td>Cam. SP</td>
</tr>
<tr>
<td>mono-glycerides</td>
<td>0.637</td>
<td>0.562</td>
</tr>
<tr>
<td>di-glycerides</td>
<td>0.104</td>
<td>0.094</td>
</tr>
<tr>
<td>tri-glycerides</td>
<td>0.003</td>
<td>0.031</td>
</tr>
<tr>
<td>Total glycerol</td>
<td>0.212</td>
<td>0.168</td>
</tr>
<tr>
<td>Free glycerol</td>
<td>0.034</td>
<td>0.008</td>
</tr>
</tbody>
</table>

Quantities of mono-, di- and tri-glycerides are oil conditioned, thus the quantities in the same oils (in our case camelina and sunflower) should have been similar. The obtained results are in agreement with this statement, since the difference between both oils (Slovenian and Spanish) does not exceed 20 %. The only exception is the case of tri-glycerides in camelinas, where biodiesel from Spanish camelina has a 10 times higher value than in the Slovenian one. In the literature, different levels were also observed. Ramos et al. [105] reported sunflower biodiesel levels (0.06, 0.05 and 0.31 for mono-, di- and tri-glycerides) similar to ours, while the quantities of di- and tri-glycerides in corn (0.06 and 0.01) and rapeseed (0.08 and 0.03) biodiesel were
significantly lower. In the case of soya biodiesel, Ramos et al. [105] obtained a biodiesel with a lower mono-glyceride content (0.21), but significantly higher di- and tri-glycerol contents (0.1 and 0.07). Mittlebach [116] reported up to 20 times higher tri-glycerol contents of rapeseed-based biodiesel. All our biodiesels would meet the criteria for the prescribed limit in the EN 14214 standard [39].

3.5.4 Decomposition of fatty acids

Table 6: Fatty acid composition a year after the preparation of biodiesels. The levels are calculated as a percentage of the total TA present. Compared to the first analysis, a larger amount of poly-unsaturated fatty acids were observed.

<table>
<thead>
<tr>
<th></th>
<th>FA</th>
<th>C16:0</th>
<th>C16:1</th>
<th>C18:0</th>
<th>C18:1</th>
<th>C18:2</th>
<th>C18:3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-refined [%m]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camelina SI</td>
<td>&lt; 0.2</td>
<td>10.6</td>
<td>&lt; 0.2</td>
<td>3.5</td>
<td>29.5</td>
<td>52.4</td>
<td></td>
</tr>
<tr>
<td>Camelina SP</td>
<td>&lt; 0.2</td>
<td>10.2</td>
<td>&lt; 0.2</td>
<td>3.9</td>
<td>32.9</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>Sunflower SI</td>
<td>&lt; 0.2</td>
<td>3.7</td>
<td>&lt; 0.2</td>
<td>3.3</td>
<td>91.3</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>Jatropha</td>
<td>&lt; 0.2</td>
<td>25.3</td>
<td>&lt; 0.2</td>
<td>9.9</td>
<td>63.2</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Waste cooking oil</td>
<td>0.3</td>
<td>28.5</td>
<td>&lt; 0.2</td>
<td>7</td>
<td>60</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>Refined oils [%m]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rapeseed</td>
<td>&lt; 0.2</td>
<td>9</td>
<td>&lt; 0.2</td>
<td>3</td>
<td>75.9</td>
<td>10.2</td>
<td></td>
</tr>
<tr>
<td>Sunflower SP</td>
<td>&lt; 0.2</td>
<td>15.7</td>
<td>&lt; 0.2</td>
<td>9.6</td>
<td>71</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Corn</td>
<td>&lt; 0.2</td>
<td>27.5</td>
<td>&lt; 0.2</td>
<td>3.8</td>
<td>64.4</td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>Soya</td>
<td>&lt; 0.2</td>
<td>24.8</td>
<td>&lt; 0.2</td>
<td>9.4</td>
<td>48.7</td>
<td>14.3</td>
<td></td>
</tr>
</tbody>
</table>

The decomposition of biodiesel is clearly shown in some of the measured parameters from the EN 14214 standard. The fatty acid composition of biodiesels was measured immediately after their production and repeated a year after. The results of the second measurement are presented in Table 6. A change of fatty acids arrangement was observed in comparison to the data of the first measurements (see Table 2 on page 27). An increase in the unsaturated fatty acids percentage was generally observed, thus almost no palmitic (C16:0) and stearic (C18:0) acids were detected. The quantity of oleic (C18:1) acids also decreased, while the percentage of linoleic (C18:2) acid increased. A large increase was also observed in the level of
linolenic acid (C18:3), which in the first measurements was only detected in biodiesels from camelinas (37.36 and 5.8 %), rapeseed (1.24 %) and soya (1.62 %), while in the second analyses it is present in all the biodiesels. The levels are calculated as a percentage of the total TA quantity, unlike in the data from Table 4, where the quantity of linolenic acid is calculated for the total amount of sample.

### 3.5.4.1 Cetane number

The decomposition of the samples was also evaluated through calculation of the cetane number, as suggested by Bamgboye and Hansen [102]. The authors introduced the theory of cetane number calculations, based on biodiesel fatty acid composition. In our case, the sample’s composition was measured twice, and the comparison via cetane number was conducted. The results are presented in Table 7. The average cetane number of the non-refined feedstock biodiesel was 47.9 ± 6.7, calculated from data obtained directly after production. At the same time, the refined feedstock obtained a comparable cetane number, 46.8 ± 1.3. The cetane numbers calculated from the data obtained a year after production are completely different. The average cetane number obtained in non-refined biodiesels was 36.5 ± 5.0, while the refined ones gave values of 40.4 ± 1.9. That complies with the general prescription of using refined oils for the production of biodiesels found in the technical literature [4, 101]. Multiple-times-reheated waste cooking oil showed a higher cetane number, both after production and a year after that.

The overall ageing of the biodiesel was shown in both the parameters measured in accordance with the standard EN 14214 and the fatty acid composition. In the last case, a great increase in unsaturated fatty acid showed the partial decomposition of biodiesels. This fact in theory limits the use of such fuels in experiments. However, as will be shown further in the text (see Section 7.7.5 on page 85), the decomposition of biodiesels occurring during this investigation did not affect the LSC measurements. With a changed protocol and improvements in the calculations, eventual changes in the biodiesel were taken into consideration, therefore not affecting the accuracy of the calculated activity.
Table 7: Degradation of biodiesel via evaluation of cetane number. Biodiesel from both non-refined and refined oils degraded. Cetane number showed that degradation of biodiesels from the refined oils degraded in a smaller extend.

<table>
<thead>
<tr>
<th>Feedstock</th>
<th>Measurement after production [cetane number]</th>
<th>Measurement after 1 year [cetane number]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-refined [%oil]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camelina SI</td>
<td>39</td>
<td>32.1</td>
</tr>
<tr>
<td>Camelina SP</td>
<td>48.6</td>
<td>32.6</td>
</tr>
<tr>
<td>Sunflower SI</td>
<td>55.3</td>
<td>38.4</td>
</tr>
<tr>
<td>Jatropha</td>
<td>48.6</td>
<td>42.7</td>
</tr>
<tr>
<td>Waste cooking oil</td>
<td>49.2</td>
<td>43.2</td>
</tr>
<tr>
<td>Refined oils [%oil]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rapeseed</td>
<td>47.4</td>
<td>37.7</td>
</tr>
<tr>
<td>Sunflower SP</td>
<td>46.7</td>
<td>41.7</td>
</tr>
<tr>
<td>Corn</td>
<td>45</td>
<td>41.5</td>
</tr>
<tr>
<td>Soya</td>
<td>47.9</td>
<td>40.8</td>
</tr>
</tbody>
</table>
4 General experimental parameters in biofuel analysis

The procedures and equations that were applied several times during the thesis are explained in detail in the following subchapters.

4.1 LSC sample preparation

Samples measured in LSC often need radiochemical pre-treatment. Section 1.2.2 (see page 8) mentions two methods for measuring $^{14}$C that need such a treatment. In the case of the direct method, which is the focus of this thesis, a radiochemical pre-treatment is not necessary. They are simply prepared by the addition of the original sample (in this case fuel) and a scintillation cocktail to the measuring vial.

![Prepared samples and used material](image.jpg)

**Figure 9: Prepared samples and used material**

In the preparation of the LSC samples, a Metler Toledo XS205 balance and semi-automatic pipettes of 0.1, 1 and 5 mL were used. The balance and pipettes were regularly checked, maintained and calibrated. Samples of bio-components and fossil fuels were stored in dark glass flasks at room temperature in a closed locker. The scintillation cocktail was stored in the original container in the same locker. The material used was out of the locker only for the duration of the LSC sample preparation.
All the LSC samples for the experiments described in the following text were prepared in 20 mL high-performance glass vials with low $^{40}$K purchased from PerkinElmer. The vials were chosen based on the volatility of the fuels and the background counting rate. Some samples were measured in plastic vials purchased from the same producer. These vials were not used in further experiments due to the evaluation of the counting efficiency, background count rate and stability of the sample (evaporation). Ten mL of commercially available scintillation cocktail Ultima Gold™ F (PerkinElmer) was used in the mixture with 10 mL of fuel. The scintillation cocktail was chosen due to the large sample uptake and good mixing with biological samples. A few experiments with ethanol and HiSafe 3 scintillator (PerkinElmer) were conducted. The use of this scintillation cocktail was reduced for the same reason as the plastic vials.

Therefore, for the preparation of the LSC samples the following material was used:

- 20 mL high-performance glass vials,
- 10 mL of scintillation cocktail Ultima Gold™ F,
- 10 mL of sample in the desired percentage of bio-component.

In the preparation of the sample, each component added is weighed. Thus we obtain the masses of the vial, scintillation cocktail and sample (fuel). The calibration samples were prepared with a known amount of bio and fossil component. The mass percentage of biofuel was calculated using equation 4. Such a preparation was used because it was recognized as being more precise than the volumetric percentage of added components.

$$\%_{m} of \ biofuel = \frac{m_{bio}}{m_{bio} + m_{fos}}$$  \hspace{1cm} [4]

where: $m_{bio}$ is mass of bio-component [g]

$m_{fos}$ is mass of fossil fuel [g].

### 4.2 LSC measurement

The LSC sample was left in the counter for at least 4 h before it was measured. This delay decreases the chance of photo-luminescence and allows the sample to
equilibrate with the counter temperature. The counter temperature was 18 °C, while the preparation temperature was between 20 and 22 °C. Unless otherwise noted, the pre-designed measurement protocol described in Section 2.2.1 was used. An unquenched standard set of $^{14}$C, $^3$H and a blank sample (PerkinElmer) was used for the verification of the counter stability in the experiments.

4.2.1 Activity calculation

Two types of calculations and therefore calibrations have been adopted. In the first so-called one-step calculation, the sample’s count rate was adjusted for the background counts and the mass of the sample (cpm/g of sample). These data are then used in the calculation of the mass percent of biofuel in the sample ($%_{m}$) in accordance with the calibration curve of the specific mixture. In the second type of calculation two steps are applied; therefore, this procedure will be addressed as the two-step calculation. The first step is the same as in the procedure just described, that is the adjustment of the count rate for the background and the mass of fuel in the LSC sample. The second step is the adjustment of the data for the counting efficiency of the specific sample. Data in the form of dpm/g of sample were then used in the calculation of the mass percentage based on the calibration curves for the specific fuel mixture.

4.2.2 Counting efficiency

The counting efficiency has an important role in the second step of the activity calculation. Two possibilities for obtaining the counting efficiency were used in this thesis. The measured SQP(E) value was used in all the measurements conducted on the LSC counter. For obtaining the counting efficiency this value has to be correlated via the quench calibration curve. A $^{14}$C labeled Ultima Gold low-level quench standard set was purchased from PerkinElmer and measured in the counter. It consists of eight LSC samples in sealed glass vials with 41000 dpm/g and various concentrations of chemical quencher. Thus the count rates of such LSC samples are different due to the differences in the observed quench. An average count rate of 3 cycles was used for the calculation of the efficiency. The quench calibration curve was fitted using correlations between the SQP(E) values and the efficiencies of the measured samples (see Figure 10).
The application of the sample spectra quench parameters (SQP(I) and SIS) was also tested. The accuracy of both parameters is related to the sample count rate, which is low in the environmental samples. Therefore the addition of radioactive material would be necessary for all biofuel samples what could cause environmental problems due to the radioactivity of the measurements waste. It was decided to use only SQP(E) in the routine measurements.

![Graph showing quench curve](image)

**Figure 10: Quench curve conducted from purchased samples.** Figure presents changes in the counting efficiency correlated to changes in the observed SQP(E) value of the measured LSC samples.

**Table 8: Quench curve fitting parameters.**

<table>
<thead>
<tr>
<th>Intercept</th>
<th>Slope [x]</th>
<th>Slope [x^2]</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>Error</td>
<td>Value</td>
<td>Error</td>
</tr>
<tr>
<td>-2.814</td>
<td>0.155</td>
<td>0.008</td>
<td>4.5E-4</td>
</tr>
</tbody>
</table>

Internal standardization was the second approach used to obtain the counting efficiency. Such an approach demanded large amounts of added activity and destroyed the sample, so it was not used for all the samples. Nevertheless, the efficiencies of all the calibration samples were obtained by internal standardization. 14C labeled toluene with a certified activity of 517000 ± 6721 dpm/g was purchased from PerkinElmer and used as an internal standard. A gravimetrically determined standard solution was prepared from standard and fossil fuel. Two solutions were
prepared: 13477 ± 144 dpm/g in fossil diesel and 11317 ± 121 dpm/g in fossil ethanol. A standard solution in fossil ethanol was used for the ethanol as well as the gasoline calibration curve. Typically, 0.1 mL of the standard solution was added to the LSC samples. The quantity was chosen based on an ability to conduct rapid measurements with sufficient counting statistics, an ability to add and weigh the amount of solution, and without changing LSC sample matrix. The SQP(E) values before and after the standard addition were within the parameter’s uncertainty.

4.3 Optimization and validation calculations

A maximized figure of merit (FM) was adopted as a measure for the optimization process of the setups. This was calculated via equation 5. Such an approach was chosen based on general use in LSC measurements [9, 70, 78, 79, 85, 117].

\[
FM = \frac{\varepsilon^2}{B}
\]

[5]

where: \( \varepsilon \) is the counting efficiency (%),
\( B \) is the background count rate (cpm).

The method was validated according to the recommendations of ISO/IEC 17025 standard, where Section 5.4.5.3 of the standard suggests an evaluation of the detection limit, linearity, repeatability and sensitivity [118]. Uncertainty and trueness were also evaluated. All the listed parameters were understood as the general terms used in metrology [119]. For the method to be applicable to the fuel market, it had to comply with the following parameters: detection limit below 1 %<sub>m</sub>, repeatability and trueness within uncertainty limits and linearity of the calibration curves.

4.3.1 Uncertainty

The uncertainty of the method was calculated according to the law of propagation of uncertainties using \( k = 2 \) for a level of confidence of 95 %. The contribution of the variable uncertainties to the total uncertainty was evaluated using GUM guidelines [120]. The results are directly affected by the uncertainty of the balance, sample and background counting, counting efficiency and uncertainty of calibration (see equation 6). The pipetting, temperature variation and luminescence of the samples make indirect contributions to the uncertainty and are manifested in the above-
mentioned uncertainties. The uncertainty of the balance was calculated as a standard deviation of the multiple weighing measurements of the same sample. Compared to the uncertainty calculated based on the balance calibration certificate the obtained uncertainty was conservative. The uncertainty of the sample was obtained in accordance with equation 7. The background uncertainty was evaluated as a standard deviation of several measured backgrounds (more than 100 spectra). All samples with quantity of biofuel below detection limit were taken in evaluation of background variation. The uncertainties of the sample and the background were evaluated as a combined uncertainty based on equation 8. The declared uncertainty of the certified standard solution applied for the quench curve was taken for a determination of the uncertainty of the counting efficiency. The uncertainties of the calibration fitting parameters were taken as an uncertainty of the calibration. In the fitting procedure with OriginPro 8.0 software [121] all the measurement uncertainties were considered.

\[
u(\%_{mass}) = \%_{mass} \cdot \sqrt{\frac{u^2(m)}{m^2} + \frac{u^2(\varepsilon)}{\varepsilon^2} + u^2(C_s - C_B) + \frac{u^2(cal)}{cal^2}} \tag{6}\]

where: \(u(m)\) is uncertainty of balance,

\(u(\varepsilon)\) is uncertainty of counting efficiency,

\(u(C_s-C_B)\) is uncertainty of sample and background counting,

\(u(cal)\) is uncertainty of calibration

\[
u(C_s) = \sqrt{N} \tag{7}\]

where: \(u(C_s)\) is uncertainty of sample counts in time period,

\(N\) is total number of counts.

\[
u(C_s - C_B) = \sqrt{\frac{u^2(C_s) + u^2(C_B)}{(C_s - C_B)^2}} \tag{8}\]

where: \(u(C_B)\) is uncertainty of background counts in time period.
4.3.2 Detection limit

The limits of detection were calculated according to the, in radiochemistry, well-known Currie [122] and a new approach described in standard ISO 11929 [123]. In the latter a null measurement uncertainty is applied, and thus the probability definition in Currie and ISO 11929 differs. In classical statistics, the real quantity value is not known and its determination is the main task. On the other hand, ISO 11929 allows true value probability calculations from the observed value and its uncertainty. The detection limits were compared and used for the characterization of the level at which the measurement precision is satisfactory for a quantitative determination of the bio-component content in the fuel blends. The background count rate obtained after 1000 min of counting time was taken for the calculations, thus obtaining at least 1000 counts and enabling a measurement uncertainty of 3 % also near the limit of detection. For comparison, the limits of detection in diesel fuel were also evaluated with a long time average. In both cases, the sample counting time was used conservatively, 500 minutes per sample.

4.3.2.1 Calculation in accordance to Currie

Currie [122] introduced three kinds of characteristic limits where the first two were used in biofuel analysis. First, the critical limit detection level (L_C, equation 9) where the signal is detected with an acceptable error of the first kind.

\[ L_C = k_a \cdot \sigma_B \]  

where: 
- \( k_a \) is uncertainty level at acceptable error of the first kind
- \( \sigma_B \) is standard deviation of background signal.

The value where the signal is detected and measured with the probability \( 1 - b \) is the limit of detection (L_D) and calculated in accordance with equation 10.

\[ L_D = L_C + k_b \cdot \sigma_D(L_D) \]  

where: 
- \( k_b \) is abscissa of the normal distribution at error of the second kind
- \( \sigma_D \) is standard deviation of background subtracted signal.
We can assume $\sigma^2 = N$ when the signal is equal to the number of counts of radioactive decay. The activity corresponding to the limit of detection is calculated in accordance with equation 11 assuming that $a = b = 0.05$.

$$A_{LD} = \frac{2.71 + 4.65 \cdot \sqrt{N_B}}{t_S \cdot \varepsilon \cdot m}$$ \hspace{1cm} [11]

where: $N_B$ is the number of background counts

$t_S$ is the sample counting time

$\varepsilon$ is the counting efficiency

$m$ is the sample mass.

### 4.3.2.2 Calculation in accordance to ISO 11929

The decision threshold (DT) at which the signal from the measurement system cannot be attributed to sample property with the predefined probability is calculated with equation 12.

$$DT = k_a \cdot u(0)$$ \hspace{1cm} [12]

$$u(0) = \sqrt{w^2 \cdot (u^2(C_s) + u^2(C_B)) + A^2 \cdot u_{rel}^2(w)}$$ \hspace{1cm} [13]

$$w = \frac{1}{m \cdot \varepsilon}$$ \hspace{1cm} [14]

where: $A$ is activity of the sample

$u_{rel}(w)$ is the sum of the squares of the relative uncertainties of the mass and efficiency

The detection limit is calculated in accordance with equation 15. In order to get result of equation 15, the equation 13 had to be rearranged and written in the form of equation 16. The result of equations 15 and 16 was modified into the form of equation 18 where activity at the detection limit is calculated.

$$D_L = DT + k_a \cdot u(DL)$$ \hspace{1cm} [15]

$$u(A) = c_0 + \frac{w}{t_S} \cdot A + u_{rel}(w) \cdot A^2$$ \hspace{1cm} [16]
\[ c_0 = w^2 \cdot C_B \cdot \left( \frac{1}{t_S} + \frac{1}{t_B} \right) \]  \hspace{1cm} [17]

\[ A_{DL} = 2 \cdot DT + \left( \frac{k_a}{3 \cdot DT} \right) \cdot (u^2(3 \cdot DT) - u^2(0)) \]  \hspace{1cm} [18]

Where meaning of the parameters are as explained with the previous equations.

4.3.3 Validation parameters

Linearity was demonstrated by the least-square method and the correlation coefficient $R^2$, which is the square of the Pearson product moment correlation coefficient. The least-square method was applied in the software package OriginPro 8.0 [121] when the calibration curves were fitted. The data of the fitting parameters errors, which determine the width of the calibration curve, were applied as the uncertainty of the calibration. This approach was chosen because the uncertainty of the individual calibration point was considered during the determination of the regression line.

Repeatability was evaluated as a standard deviation of the calculated results as the mass percentage of bio-component. Repeatability was taken to be acceptable when the result was within 2 standard deviations. The standard deviation was calculated by dividing the sum of results by $n-1$ in order to obtain unbiased estimate of the results. For that purpose, one blend for each calibration curve was prepared and measured for ten consecutive counting cycles, each being 100 minutes long. The same measurement values were analyzed by one- and two-step calculation procedures when such a protocol was applicable. Repeatability is included in the uncertainty budget as a count-rate variation.

Two aspects were used for the verification of reproducibility: multiple measurements in a short period of time and a change of the measurement conditions. For the first evaluation, replicas of one blend for each calibration curve were prepared and measured twice in a period of a week. The applied method for standard-deviation calculations was the same as for the repeatability. In the second evaluation, samples were measured in a period of one month, when they were exposed to a
temperature change during the measurement. The reproducibility of the method was acceptable if the result of evaluation was within the uncertainty of the method.

Sensitivity was evaluated through the slope of the calibration curve. Slopes reported in the summary of the fitting parameters were evaluated. The steepest linear regression curve was determined as the most sensitive and vice versa.

The trueness of the method was tested by collaboration in international comparative measurements. Acceptability of the result was tested with ζ-test (see equation 19). As a limit for the acceptability and trueness of the method zeta-score of 2 was chosen.

\[
\zeta - \text{test} = \frac{|x - x_t|}{\sqrt{u(x)^2 + u(x_t)^2}}
\]

[19]

Where: \(x\) and \(u(x)\) are the values and uncertainty of our results
\(x_t\) and \(u(x_t)\) are the true values and its standard uncertainty

In further text the result of ζ-test is referred as zeta-score.
5 Bio-ethanol as a bio-component in fuels

5.1 Literature overview

Bio-ethanol is used as a bio-component in gasoline and the addition or substitution of ethanol. Analyses of ethanol/bio-ethanol or gasoline/bio-ethanol blends by AMS and LSC techniques were already reported in the literature. Noakes et al. [63] reported the use of the AMS method and the LSC method with a benzene pre-treatment for ethanol, gasoline and ETBE measurements. A calibration for up to 100 % of biofuel has been made. The authors reported a significant correlation of the results and the accuracy of both methods. Oinonen and co-workers [19] reported the use of the AMS method for measurements of gasoline blends with bioethanol and ETBE. The samples were prepared by volume measurements and the results obtained were in accordance with the mixture ratios. Norton and Devlin [17] applied ASTM-6866 methods for the determination of various bio-based products including bio-ethanol/gasoline blends. Culp et al. [28, 64] published comparative studies of ASTM-6866 methods for use on fuel. According to the authors, the LSC-B method has an advantage because of its use of gram quantities, while in AMS samples are mg quantities. That makes the AMS method more susceptible to contamination. Both standardized LSC and AMS methods require complete combustion of the sample and a closely monitored transformation to measured form (CO₂, benzene or graphite). I would like to emphasize that in this thesis the applied direct method does not need sample pre-treatment, and thus any sample loss. It provides accurate and repeatable results, as will be demonstrated in this dissertation and was reported by Edler [9, 10] and Dijs et al. [8]. Edler [9, 10] reported measurements of bio-ethanol blends, while Dijs et al. [8] reported measurements of bio-ethanol/ethanol/gasoline blends. Yunoki and Saito [29] reported the use of direct LSC with the application of two-step ethanol extraction. The authors applied ethanol extraction by the addition of water and a determination of ¹⁴C in a water/ethanol mixture [29]. A similar approach has been used in measurements of international comparative tests (see 8.2.1 on page 97).

5.2 Experimental setup

LSC samples were prepared as bio-ethanol blends in mixtures with fossil ethanol or gasoline. Fossil ethanol was obtained from Fisher Scientific, while the bio-ethanol
was from Carbo Elba; both chemicals were analytical grade. Fossil gasoline samples were kindly provided by the Customs Administration of Slovenia. Both combinations of bio-ethanol blends were determined with measurements of 10 calibration samples. Mixtures of fossil and bio-component were prepared in such a way that six samples had bio-ethanol in levels below 10 \%m and the rest in per-cent between 10 and 100. The decision for such sample preparation was made according to the market demands, the problem of low-level activities measurements and the coverage of the whole analysis range. Preparation of the sample was conducted in accordance with the procedure described in Chapter 4.1 (see page 38). Each component was weighed, and the mass percentage (\%m) of biofuels could be calculated according to equation 4. The pre-designed producer protocol was used in all the bio-ethanol measurements. The counting channels used in further evaluation were determined after measurements.

5.3 Results

A combination of bio-ethanol and ethanol does not present any chemical change of the matrix; therefore, a linear response was expected in the count rate when bio-ethanol was added. No quench interferences were expected, also due to colorless fuel. Slight composition changes occur in combinations of gasoline and bio-ethanol, thus some chemical quench was expected. The spectra obtained can be seen in Figure 11 and were observed between channels 140 and 450. Counts between channels 150 and 400 were considered in the calibration calculations. These were chosen based on: average released energy of $^{14}$C decay, quenching level of samples and maximized FM.

The SQP(E) values of the ethanol/bio-ethanol blends were between 758 and 766. In relation to the counting efficiency, this means a difference of 1 \%, which is within the uncertainty of the quench curve (see Chapter 4.3.1). Therefore, the counting efficiency can be excluded from further calculations of bio-ethanol/ethanol blends. One- and two-step calculations were made using the obtained data. As expected, ethanol/bio-ethanol blends have a linear response and are therefore suitable for making linear one-step and two-step calibration curves.
Figure 11: Ethanol/gasoline calibration samples spectra. Left are calibration samples for ethanol/bio-ethanol blends; gasoline/bio-ethanol calibration samples are on the right side. Mass per-cents of bio-ethanol are indicated.

The samples of gasoline/bio-ethanol blends had a SQP(E) value between 765 and 825. As can be seen in Figure 11 the position of the peak moved to lower channels/energies. The calculated counting efficiency was between 82 and 72 %. A significant change in the efficiency occurred, thus the counting efficiency needed to be taken into account. A non-linear, one-step curve was obtained, which proved the demand for a counting-efficiency consideration. In this case the quencher was bio-ethanol. Analysis of blends up to 10 % show a significant difference in the calculated result (ζ-test > 2). Because the evaluated blends were in the target measurement range, a one-step calibration curve was discarded.

Table 9: Bio-ethanol fitting parameters

<table>
<thead>
<tr>
<th>Intercept</th>
<th>Slope</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>Error</td>
<td>Value</td>
</tr>
<tr>
<td>0</td>
<td>-</td>
<td>17.504</td>
</tr>
</tbody>
</table>

The bio-component and its activity in both types of blends were the same. The data that were obtained after individual two-step calculation were combined and one two-step calibration curve was made (see Figure 12). A summary of the parameters for the obtained linear calibration curve is presented in Table 9. The combined
calibration curve had an excellent correlation coefficient (0.997) with a low relative error of the calibration parameters.

![Calibration Curve](image)

**Figure 12**: Two-step calibration curve for bio-ethanol. One linear calibration curve was obtained.

### 5.4 Validation parameters

The validation parameters presented and discussed in this sub-chapter were calculated based on the procedure described Chapter 4.3. They are summarized in Table 10.

**Table 10**: Bio-ethanol protocol validation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection limit (Currie [122])</td>
<td>1.08 %(_m)</td>
</tr>
<tr>
<td>Detection limit (ISO 11929 [123])</td>
<td>0.63 %(_m)</td>
</tr>
<tr>
<td>Linearity</td>
<td>0.997</td>
</tr>
<tr>
<td>Repeatability</td>
<td>0.54 %(_m)</td>
</tr>
<tr>
<td>Reproducibility</td>
<td>2 cpm</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>17.5</td>
</tr>
<tr>
<td>Trueness</td>
<td>See chapter 8</td>
</tr>
</tbody>
</table>
5.4.1 Uncertainty

The uncertainties for measurements near the detection limit (Lq), at 10 % and at 100 % of biofuel were calculated and evaluated. The individual uncertainty and its contribution were calculated in accordance with the procedure described in Chapter 4.3.1. As expected, the background stability and sample counting present the largest contribution to the total uncertainty when evaluated near the DL. But its importance decreases with an increase in the bio-component quantity. Just the opposite was found in the case of the efficiency, where the contribution increased with an increasing percentage of bio-ethanol. The calibration uncertainty contribution had the greatest affect at around 10 %m bio-ethanol. The balance uncertainty represents a negligible portion of the budget.

Table 11: Bio-ethanol analysis uncertainty budget

<table>
<thead>
<tr>
<th></th>
<th>near DL</th>
<th>at 10 %m</th>
<th>at 100 %m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% of</td>
<td>absolute</td>
<td>% of</td>
</tr>
<tr>
<td></td>
<td>total</td>
<td></td>
<td>total</td>
</tr>
<tr>
<td>Balance</td>
<td>0.001</td>
<td>0.0001 g</td>
<td>0.02</td>
</tr>
<tr>
<td>Background cpm</td>
<td>78.9</td>
<td>1.38 ±</td>
<td>7.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>Sample cpm</td>
<td>1.91 ±</td>
<td>3.99 ±</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.11</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>efficiency</td>
<td>14.73</td>
<td>1.3 %</td>
<td>81.59</td>
</tr>
<tr>
<td>calibration</td>
<td>6.37</td>
<td>0.5</td>
<td>10.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td></td>
<td>0.21 %m</td>
<td>0.13 %m</td>
</tr>
</tbody>
</table>

5.4.2 Detection limit

The detection limits were calculated in accordance with Currie [122] and ISO 11929 [123] with data for the two-step calibration curve. The background count rate obtained in 1000 min was 1.034 ± 0.046 in the same counting window as the LSC samples. As can be observed, the limits calculated with both methods are different.
The limit of the detection obtained in accordance with Currie’s calculations was higher than the limit calculated with ISO 11929 for 0.45 %\( _{\text{m}} \) (see Table 10).

### 5.4.3 Linearity

The linearity was demonstrated with the correlation coefficient obtained for the fitted calibration curve. As expected for the case of the one-step calibration curve, linearity was only achieved in bio-ethanol/ethanol blends where the correlation coefficient was 0.999. The one-step calibration curve for the bio-ethanol/gasoline blends was not-linear, but its quadratic fitting curve obtained a correlation coefficient of 0.999. The two-step calibration curve fitted through both fuel matrices (ethanol/gasoline) obtained a high correlation coefficient of 0.997, as can be observed in Table 9. The relative error of the fitting parameters for the two-step calibration curve is 0.44 %. The one-step calibration curve for bio-ethanol/ethanol had an error of 1 %, while the bio-ethanol/gasoline curve had an error of 0.77 %. The reason for the relatively high error for the bio-ethanol/ethanol one-step calibration curve is probably due to ethanol’s hygroscopic property. The characteristics of the scintillation cocktail limit the use in measurements of aquatic LSC samples.

### 5.4.4 Repeatability

The repeatability was evaluated with the standard deviation of the results calculated by one- or two-step calibration curves. Five LSC samples in the range from 10 to 100 %\( _{\text{m}} \) were measured and calculated 10 times. The evaluation of the bio-ethanol/ethanol one-step calculation shows repeatability within one standard deviation. The results of the one-step calculation in the bio-ethanol/gasoline blends exceeded two standard deviations. With extensive changes in the counting efficiency (10 %) such a result was expected and justified dismissing this calculation procedure. The standard deviation obtained from the two-step calculations was within one standard deviation, and furthermore it never exceeded 0.54 %\( _{\text{m}} \).

### 5.4.5 Reproducibility

When the samples were measured ten times over a period of one week the sample count rate and the SQP(E) values were within the uncertainty of each parameter. In the second experiment the samples were measured during the changed temperature of the measurement chamber from 20 to 8 °C. The count rate between the highest and
the lowest temperature differed up to 2 cpm, which is within the uncertainty with a level of confidence $2k$, while the SQP(E) changes were within $1k$. According to the $\zeta$-test, this makes both one- and two-step calculations reproducible. Nevertheless, two-step calculation is suggested because possible changes in the efficiency are taken into account.

5.4.6 Sensitivity

The sensitivity of the method was evaluated through the slope of the calibration curve. Both one-step calibration curves were equally sensible. This is not surprising, since the background count rates were comparable and the bio-component used was the same, thus making several points in the proximity. The two-step calibration curve was, with a slope of 17.5, the least sensible bio-ethanol curve.

5.5 Discussion

Several analysis procedures for the determination of bio-ethanol quantity can be found in the literature [8–10, 28, 29, 63]. Analyses of bio-ethanol/ethanol or gasoline blends were conducted for the purposes of this thesis in order to test the same preparation of the LSC samples and the measurement protocol on several biofuel types. The LSC samples were prepared and measured as described in the Chapter 4.1 (see page 38).

A determination of bio-ethanol in ethanol or gasoline is possible, as can be seen from the presented results. The requirements of the method were complied in all requirements. Detection limit calculated in accordance to ISO 11929 was 0.63 %$_{m}$ while calculations in accordance to Currie give DL of 1.08 %$_{m}$. The repeatability was 0.54 %$_{m}$ thus within uncertainty budget, as well as linearity of 0.997, what proves usability of the method. The chosen sample-preparation and measurement protocol of the simple direct LSC method are applicable for analyses of fuel market samples. Both one-step calibration curves could be used for the current European fuel market. The analyses are reliable for up to 20 % of bio-ethanol, which is above the EN 228 limit for oxygenates (15 %) [38]. The drawback of the one-step calculation is its sensitivity to outside effects, such as the measurement chamber temperature changes and the quantity of water in the sample. The two-step calculation does not have such drawbacks, but requires more calculations. The calibration procedure could also be
used on fuels from non-European countries, where fuels often contain up to 100 % of biofuel, because the results for up to 100 % of bio-ethanol in the sample are reliable.

Our results could be compared to Edler [9, 10] who reported the use of a one-step calibration curve. The calculations give statistically the same results for the whole fossil/bio-component range for ethanol/bio-ethanol blends. Edler [9] reported limited use (up to 10 %) of the one-step calibration for gasoline/bioethanol blends. The one-step calibration for the bio-ethanol/gasoline blends could also be made with our results. The linearity obtained is approximately the same as Edler reported [9]. Nevertheless, the use of two-step calculations is suggested because it minimizes any external effect of the LSC sample preparation or measurement.

For the two-step calibration curve the specific activity of the sample was calculated, and thus the comparison with the results obtained by other authors was also possible. The calculated total activity of the bio-component was comparable to those reported by Edler [9, 10]. The efficiency obtained in his research was lower than observed on our LSC. The difference could be explained by the differences in the LSC counters or vials, since the same scintillation cocktail and sample/cocktail ratio were used. The author reported that the measurements were conducted in Teflon-coated plastic vials, while our measurements were performed in high-performance glass vials [9, 10]. Dijs and co-workers [8] also reported the use of sample activity for the calculation of the bio-carbon content. They use a different calculation procedure, which uses the bio-carbon fractionation (% atom/atom) obtained by measurements on the AMS and the concentration of $^{14}$C atoms, which cannot be determined using the direct method, thus our results are not directly comparable [8].
6 Hydrotreated vegetable oils (HVO) as a bio-component in fuels

6.1 Literature overview

HVO is a rather recently developed fuel and its production is still in the pilot phase [36, 56, 58, 124, 125]. However, the literature already reported its analyses. Recently, Alves and Poppi [57] reported successful simultaneous analyses of hydrocarbon renewable diesel, biodiesel and petroleum diesel. The authors obtained accurate results using near-infrared (NIR) spectroscopy and a partial least-squares (PLS) model [57]. Oinonen and co-workers [19] reported AMS measurements that included several HVO blends. Two sample treatments were tested. The authors reported an improved sample treatment, which took around 1 h, but at higher combustion temperatures (720 °C) and using quartz tubes. A comparison with a previously used preparation method involving glass tubes and an oven temperature of 520 °C was made [19]. We would like to emphasize that the simple direct method applied on LSC does not need resource-intensive sample treatment and expensive equipment to obtain accurate and precise measurements. Norton and Woodruff [12] reported direct LSC method measurements with samples and an in-house scintillator. They reported measurements of up to 20 volumetric % of renewable diesel and a comparison of the AMS and LSC-B methods. The results of both methods were in agreement, as well as accurate, compared to the true renewable diesel concentrations [12]. Recently, Idoeta and co-workers [27] reported experiments with simultaneous measurements of HVO and biodiesel. However, analyses of the individual bio-component’s quantity were not reported [27].

6.2 Experimental setup

The LSC samples were prepared in mixtures of HVO and gasoline or diesel. The same fossil gasoline as in the experiments with bio-ethanol was used. The fossil diesels were also kindly provided by the Customs Administration of Slovenia. The bio-components were obtained from the partner research laboratory of the University of the Basque Country, Bilbao, Spain and organizers of the international comparison tests (more data in Chapter 8.2). For calibration purposes, only the sample used in the
intercomparison tests was tested. The HVO can be made from different sources, which affects the composition and we were able to obtain four unknown feedstock samples, and thus a comparison of the results obtained from different samples of bio-component was made.

The samples for calibration purposes were prepared in the range from fossil diesel/gasoline to HVO; each combination was determined with measurements of 10 calibration samples. The HVO mixtures were prepared in the same manner as bio-ethanol, thus six samples had HVO in levels below 10 \( \%_m \) and the rest in percentages between 10 and 100. The LSC sample preparation and used material is described in detail in the Chapter 4.1 (see page 38). Each component was weighed and the mass percentage (\( \%_m \)) of biofuels was calculated according to equation 4. Measurements were conducted in accordance with the procedure described in Chapter 4.2 (see page 39).

### 6.3 Results

Mixtures of HVO and gasoline or diesel change the sample composition; therefore, some chemical quench was expected. The measured spectra can be seen in Figure 13. The level of quench is smaller than in the bio-ethanol, so the spectra are observed between channels 140 and 600. The parameters for the counting window determination were the same as for the bio-ethanol analysis. Those were the FM calculations, the average energy released by \(^{14}\text{C}\) decay and the quench level of the samples. Keeping these parameters in mind, counts between channels 150 and 550 were used in the calibration calculations.

The SQP(E) value for the gasoline/HVO blends was between 777 and 838. A shift of the spectra to a higher channel/energy occurred for larger amounts of bio-component (see Figure 13). The fossil matrices are therefore a quencher in these types of blends. The SQP(E) values of the gasoline/HVO blends results in a counting efficiency of between 74 \( \% \) and 83 \( \% \). The counting efficiency had to be considered in the calculations of the HVO’s quantity in the sample. The change in the SQP(E) value was also observed in the measurements of the diesel/HVO blends. The value was between 801 and 838 and according to our quench curve resulted in counting efficiencies of between 78 \( \% \) and 83 \( \% \). The differences in the counting efficiency are smaller than in the case of the HVO/gasoline blends. Nevertheless, the counting
efficiencies exceed the uncertainty and had to be taken into account when the HVO quantity in the sample was calculated. A shift of the spectra was also noticed in the diesel/HVO blends, where the fossil diesel was determined as a light quencher.

![Figure 13: Gasoline/diesel calibration samples spectra. Left are calibration samples for gasoline/HVO blends; diesel/HVO calibration samples are on the right side. Mass per-cents of HVO are written.](image)

The differences of the SQP(E) values indicate changes in the counting efficiency; therefore, only a two-step calibration curve was prepared. The activity of the bio-component used was the same in both matrices and the background count rate was consistent with its uncertainty. Therefore, a single calibration curve was fitted. Data obtained after two-step calculations of the HVO/gasoline and HVO/diesel measurements were used (see Figure 14). Table 12 presents a summary of the obtained fitting parameters. A linear calibration curve was obtained with a correlation coefficient $R^2$ greater than 0.99.

<table>
<thead>
<tr>
<th>Table 12: HVO fitting parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
</tr>
<tr>
<td>Value</td>
</tr>
<tr>
<td>0.712</td>
</tr>
</tbody>
</table>
Figure 14: Two-step calibration curve for HVO samples. One linear calibration curve was fitted, $R^2$ coefficient is larger than 0.99.

Four HVO samples were obtained during the research, but only one was used for calibration purposes. The rest of the bio-components were used for conducting the comparison of count rates, SQP(E) values and counting efficiencies. In total, 40 measurements were conducted over a period of one month. The counting efficiencies deviated between 87.5 and 88 %, which is within the uncertainty of the parameter. The measurements of the SQP(E) values show a span from 880 to 885, while the count rates deviated from 73.1 to 75.7 cpm. All the parameters were within the uncertainty of each parameter, thus no effects on the total activity of the bio-components were observed.

6.4 Validation parameters

Validation parameters presented and discussed in this sub-chapter were calculated based on the procedure described Chapter 4.3 (see page 42). They are summarized in Table 14.

6.4.1 Uncertainty

The uncertainties were evaluated for measurements near the detection limit (Lq), at 10 % and at 100 % of biofuel. The individual uncertainty and its contribution were calculated in accordance with the procedure described in Chapter 4.3.1 (see page 42). The greatest contribution to the uncertainty near the detection limit was the calibration (see Table 13). Its contribution decreased with increasing bio-component
quantity. The same can be observed for the uncertainty of the count rate. The contribution of the efficiency uncertainty is increasing when higher HVO quantities are measured. The importance of the individual contributions is similar to that found for the bio-ethanol analysis, with the exception of the calibration. The contribution of the calibration uncertainty of the bio-ethanol analysis was the greatest near 10 %m, while in the HVO analysis it is the greatest near DL.

Table 13: HVO analyses uncertainty budget

<table>
<thead>
<tr>
<th></th>
<th>near DL</th>
<th>at 10 %m</th>
<th>at 100 %m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% of total</td>
<td>absolute</td>
<td>% of total</td>
</tr>
<tr>
<td>Balance</td>
<td>0.001</td>
<td>0.0001 g</td>
<td>0.01</td>
</tr>
<tr>
<td>Background cpm</td>
<td>21.11</td>
<td>2.15 ± 0.07</td>
<td>3.98</td>
</tr>
<tr>
<td>Sample cpm</td>
<td></td>
<td>3.05 ± 0.08</td>
<td></td>
</tr>
<tr>
<td>efficiency</td>
<td>21.04</td>
<td>1.3 %</td>
<td>61.94</td>
</tr>
<tr>
<td>calibration</td>
<td>57.85</td>
<td>3.57</td>
<td>34.07</td>
</tr>
<tr>
<td>total</td>
<td>0.08 %m</td>
<td>0.15 %m</td>
<td>1.3 %m</td>
</tr>
</tbody>
</table>

6.4.2 Detection limit

The detection limits were calculated in accordance with the Currie [122] and ISO 11929 [123] procedures (see Table 14). Similar to bioethanol measurements, also in the case of HVO, detection limits calculated in accordance with Currie were higher than those calculated with ISO 11929 procedures. The limit of detection obtained in accordance with Currie’s calculations was 1.41 %m, while the detection limit calculated in accordance with ISO 11929 was 1.13 %m.

6.4.3 Linearity

Linearity was demonstrated with the correlation coefficient (see Table 12) obtained through fitting of the calibration curve. A high correlation coefficient of 0.998 was obtained with a two-step calculation of the HVO presence in fuel, with a
total of 20 results of HVO/gasoline and HVO/diesel blends. The obtained uncertainty for the HVO curve was 0.07 %. The curve was fitted through measurements points with small deviations, what results in a great linearity of the calibration curve. Compared to bio-ethanol curves (0.44 %, see Chapter 5.4.3), the two-step curve for HVO varied the least.

6.4.4 Repeatability

Repeatability was evaluated as a dispersion of the calculated results (see Table 14). The standard deviation obtained after the two-step calculations was 0.40 %\(_m\). The result proves the repeatability of the method and it is lower than the standard deviation of the bio-ethanol measurements. The results of the gasoline/HVO mixtures showed lower standard deviations than the diesel/HVO blends, due to a yet unknown reason.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection limit (Currie [122])</td>
<td>1.41 %(_m)</td>
</tr>
<tr>
<td>Detection limit (ISO 11929)</td>
<td>1.13 %(_m)</td>
</tr>
<tr>
<td>Linearity</td>
<td>0.998</td>
</tr>
<tr>
<td>Repeatability</td>
<td>0.40 %(_m)</td>
</tr>
<tr>
<td>Reproducibility</td>
<td>3.5 cpm</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>9.156</td>
</tr>
<tr>
<td>Trueness</td>
<td>See chapter 8</td>
</tr>
</tbody>
</table>

6.4.5 Reproducibility

The sample count rate and SQP(E) values were evaluated from the measurements obtained in a period of one week. The results obtained were within the uncertainty of each parameter. The count rate and SQP(E) values differed in a similar way as in the bio-ethanol analyses when the temperature of the measurement chamber was changed. The count rate changed by 3.5 cpm when pure HVO was measured at 20 and 8 °C. This was within the uncertainty cover of \(k=2\), while at the same time the
SQP(E) variation was within $k=1$ coverage. Only the two-step calculation procedure is used in the calculations of the HVO blends, and thus the changes of count rate and SQP(E) value are taken into account. The calculated results were within the uncertainty of the method (see Table 14).

6.4.6 Sensitivity

The slope of the calibration curve was checked for an evaluation of the method’s sensitivity. As can be seen in Table 12, the obtained slope of the calibration curve was 9.156. Compared to the bio-ethanol’s two-step calibration curve, which obtained the slope of 17.629, the HVO curve was less sensitive by about 50 %.

6.5 Discussion

From the results obtained, we can conclude that a simple direct LSC method could be applied for measurements of HVO in both fuels, i.e., gasoline and diesel. The requirements of the method, with the exception of detection limit, were satisfied. With 0.998, the linearity is comparable to bio-ethanol analysis, while with 0.4 %$_{\text{m}}$ the repeatability is better. However, the two-step calibration curve for HVO is not the same as the two-step calibration curve for the ethanol, since the total specific activity of the sample is different. Namely, HVO has more C atoms than bio-ethanol, while the ratio $^{12}$C/$^{14}$C is relatively constant. The detection limits calculated in accordance to ISO 11929 was 1.13 %$_{\text{m}}$, which is close to requirements and achievable with longer background counting time. But calculation in accordance to Currie criteria (1.41 %$_{\text{m}}$) gives higher DL; target detection limit wouldn’t be achievable with simple prolongation of background counting time. The method is based on a two-step calculation; therefore, it is not sensitive to eventual changes in the count rate or the counting efficiencies. With reliable results for up to 100 %, such a calibration procedure could be used even if such fuel would be a substitute for fossil diesel.

The HVO analyses with the direct LSC method were reported in literature. Norton and Woodruff [12] reported the use of such a bio-component in LSC measurements. Compared to our laboratory where the calibration was done for up to 100 % of biofuel, they report only measurements for up to 20 % of renewable diesel. The authors did not report any difficulties applying a different spectrometer and scintillation cocktail. Such fuel could therefore be measured with a simple direct
method on different apparatus and with different sample preparation. Recently, Idoeta and co-workers [27] reported measurements using HVO and biodiesel in diesel. However, a precise determination of the bio-component quantity was not investigated [27]. Successful analyses of HVO in diesel applying NIR were reported in the literature [57]. However, the observed differences in the chemical composition of the fossil diesel and the HVO are small. On the other hand, LSC analyses are based on radiocarbon content, and thus its bio-origin and not the chemical composition.
7 Biodiesel as a bio-component in fuel

7.1 Literature overview

Fatty acid methyl/ethyl esters (FAME/FAEE) are the most important part of a diesel’s bio-components and therefore referred to as the biodiesel. Its characteristics, chemical form and color differ according to the feedstock oils. Not just a chemical, but also a color quench, influences the calibration for biodiesel analyses. Several methods were applied for biodiesel analyses where the fatty acid ester’s fingerprint is measured. Those methods were described in Chapter 1.2 (see page 7). The sensitivity of the biodiesel fingerprint can also be used in studies of differences between feedstock. One such method was used in this thesis for monitoring the biodiesel trans-esterification yield and later the decomposition of fatty acids in biodiesel samples. The latter was found to be a drawback of biodiesel fingerprinting because of sample ageing. Biodiesel ageing is shown with the decomposition of fatty acids esters, which changes the fingerprint while the radiocarbon, important for LSC analyses, is still present in the sample.

The direct LSC method was already applied for the analyses of biodiesel. Takahashi et al. [26] reported the use of a direct LSC method for the measurement of biodiesel and/or pure vegetable oil. The authors tested 1, 3 and 4 g of biodiesel with a commercially available scintillator. The best results were obtained with 1 g of bio-component, while 3 and 4 g showed the same response [26]. However, Norton and co-workers [16] reported accurate measurements from 2 to 20 %, biodiesel blends with direct LSC measurements. The experiments were conducted with four known feedstock biodiesels and an in-house scintillation cocktail. The accuracy of the determined biodiesel percentages were within 0.6 %, of biodiesel, while three measured blends misclassified the percentage by more than 1 %, [16]. Idoeta et al. [27] recently reported the application of the direct LSC method on biodiesel and HVO analyses. The authors tested three commercially available scintillation cocktails in the search for an optimal scintillator:sample ratio. Among the scintillators tested, Ultima Gold F was determined as the best. In the analyses of the scintillator:sample ratio no large differences were observed, but the authors reported that the ratio of 12:8 is the best [27]. In this thesis the sample preparation was kept
uniform for all the bio-components, and thus a 10:10 ratio was also applied for the biodiesel samples.

All authors reported quench difficulties in biodiesel analyses, although the approaches were different. The bleaching and dilution of samples are the most common approaches to a reduction of color quench. AlO₂ and silica were unsuccessful for the bleaching of biodiesels, since the color of the sample was not stable [126]. On the other hand, Fang et al. [35] reported the successful bleaching of deep color biodiesel made from waste cooking oils. The authors applied 15 % (w/w) of H₂O₂ and 90 °C to limit the color and increase the measuring range of the biodiesel [35]. A form of dilution was already applied by Takahashi et al. [26], where the color of biodiesel was reduced by increasing the scintillator : sample ratio. Such an approach increases the detection limits because the number of radiocarbon atoms are decreased. In this thesis, the quench problem was addressed through a measurement perspective. Changes were made to the counting protocol, calibration and the interpretation.

### 7.2 Experimental setup

The biodiesel experiments were conducted in two parts. In the first part of the experiments the calibration samples, as mixtures of biodiesel and diesel, were prepared. Eight biodiesel samples of unknown feedstock were kindly provided by the Customs Administration of Slovenia. The date on which the samples were obtained was used for naming them. The same fossil diesel was used as in the experiments with HVO. The LSC samples were prepared in the same manner as for bio-ethanol and HVO blends where the majority of samples contained less than 10 %ₘ of biodiesel and the rest between 10 and 100 %ₘ. At least two LSC aliquots were made from each biodiesel sample set. Each component in the LSC sample was weighed and the mass % of biofuels was calculated according to equation 4. The biodiesel was measured in accordance with the procedure described in Chapter 4.2 (see page 39), which is the same as the bio-ethanol and HVO analyses.

The second part of the experiments was conducted with changes in the counting protocol and an interpretation of the results of the proposed LSC method. The biodiesel samples described in Chapter 3 (see page 20) were used for that purpose. The samples were named in accordance with the feedstock oil. The LSC samples
were made in various blends in the range up to 100 % biodiesel and were prepared in accordance with the procedure in Chapter 4.1 (see page 38). The measurement was conducted at 18 °C and changed counting protocol, which was based on the pre-designed protocol described in Chapter 2.2.1 (see page 16). The counting efficiency was determined both by a quench curve and the standard addition method, as described in Chapter 4.2.2 (see page 40). The gravimetrically determined dilution of the standard in fossil diesel with its specific activity of 26.6 ± 0.39 Bq/g of the sample was used for the preparation of an active sample. The data obtained with standard addition method was used for fitting the new color/chemical quench curve.

7.3 Initial biodiesel measurements

The spectra obtained from the measurements with a pre-designed protocol can be seen in Figure 15. A greater quench compared to bio-ethanol and HVO measurements is observed, thus shifting the $^{14}$C peak to channels between 140 and 400. According to our quench curve, a measurement of biodiesel observed up to 70 % higher quench. All the counts in the $^{14}$C peak area were therefore considered in order to obtain good counting statistics, also with the quenched samples. From the observation of the spectra a concern has been raised that the whole $^{14}$C peak was not recorded, and thus some of the events were misinterpreted due to the measurement setup.

![Figure 15: Biodiesel calibration samples spectra](image-url)

Figure 15: Biodiesel calibration samples spectra. Mass percent of biodiesel is indicated. Shift and decrease of $^{14}$C peak is observed.
The values of the measured quench parameter SQP(E) indicated a large variety and an increase of the quench level. The SQP(E) value varied from 817 for fossil diesels to 552 in samples of pure biodiesel, which is reflected in counting efficiencies of between 80 and 18 %. As can be observed from Figure 15, the measured \(^{14}\)C peak did not only shift to lower channels/energies but also its height decreased. This was especially noticeable in measurements of biodiesel blends above 20 \(\%_m\), as can be observed in Figure 16. The samples with blends below that level had an SQP(E) level between 817 and 732, thus determining the counting efficiency between 80 and 67 %. Only a two-step procedure was applied, as in the case of the HVO mixtures.

![Figure 16: Two-step calibration for biodiesel](image.png)

**Figure 16: Two-step calibration for biodiesel.** Linear calibration for up to 10 \(\%_m\) was made. The obvious misclassification of blends with more than 20 \(\%_m\) of biodiesel, where the activity is inversely proportional to the mass percentage of bio-component in the sample, led to further research described in chapter 7.4.

The two-step calibration curve was only applied for samples containing biodiesel blends up to 10 \(\%_m\) (see Figure 16). For this blends a linear regression line with the parameters summarized in Table 15 was obtained. The correlation coefficient \(R^2\) was 0.999. Such an approach was chosen because the obtained range was sufficient for measurable market fuel samples, which according to the standard EN 590 [37] for diesel fuels could intake a maximal 5 \% of biodiesel. Amounts measurable with this method are consistent with Takahashi *et al.* [26] and Norton *et al.* [16]. Furthermore, the most used FTNIR method described in standard EN 14078 has a limit of 20 \(\%_v\) biodiesel blends, which were also analyzed by the direct method, but with an unsatisfactory precision [60]. In the literature Norton *et al.* [16] reported a comparison of the direct LSC method with FTNIR and an alternative IR method. The
The majority of the measured sample blends were analyzed more accurately with the direct LSC method than with the IR [16].

Table 15: Biodiesel blends up to 10 %\textsubscript{m} fitting parameters

<table>
<thead>
<tr>
<th>Intercept</th>
<th>Slope</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>Error</td>
<td>Value</td>
</tr>
<tr>
<td>0.315</td>
<td>0.019</td>
<td>12.55</td>
</tr>
</tbody>
</table>

A comparison study among eight biodiesel samples used in the Slovenian market was made. We were not able to obtain any data such as production date or feedstock due to the companies’ data-protection measures. The samples were prepared in 10 %\textsubscript{m} biodiesel blends and marked according to the date of acquisition. The count rates normalized for grams of sample (cpm/g) differ significantly, as can be observed from Figure 17. The measured SQP(E) values were between 784 and 684; the highest values belonged to the oldest biodiesel (FAME090513), while the lowest belonged to FAME100401. The calculated counting efficiency differed from 76 to 56 %. A similar variability in the biodiesel count rate was also observed on four feedstock biodiesels measured by Norton et al. [16].

![Figure 17](image-url)

**Figure 17:** Different biodiesels from the Slovenian market. The count rates of 10 %\textsubscript{m} blends are presented. The samples are named according to the acquisition date.
The results of FAME090513 reflect the biodiesel characteristics and the importance of oxidative stability. The feedstock of the obtained biodiesels was not known and some of the samples were already in a laboratory longer than the EN 14214 standard limit of stability (6 months), a decision was made to produce fresh biofuels on a laboratory scale from known feedstock oils [39]. A re-evaluation of the measurement protocol and correlation between biodiesel characteristics and impact on the LSC measurement was made with the newly produced biofuels.

### 7.4 LSC measurement protocol

The LSC protocol for measurements of bio-ethanol and HVO has limited usability for biodiesel analyses. As already reported, only calibration for up to 10 \%_m of biodiesel was successfully made. The rest of the results were found to be misleading, where results show that with an increase of the bio-component’s quantity the activity of the sample decreases. This led to a reconsideration of the usability of the existing counting protocol and the creation of new one. As explained in Chapter 2.2.1 (see page 16) the producer of the spectrometer offers an option for changes in the protocol setup. From the description of the Quantulus electronic circuit (see Figure 4 on page 16) it was established that the coincidence circuit settings are the first possibility to obtain whole spectra with 1024 channels [86]. Namely, the pre-designed \textsuperscript{14}C protocol is set up on a high coincidence bias, which reduces the signals below the 300\textsuperscript{th} channel due to the elimination of the Cherenkov and fluorescence events, which are often observed in measurements of high-energy \(\beta\) decay. In measurements of highly quenched samples, like biodiesel, such a setup could eliminate the signals from isotope decay. This approach was also taken by Bagán \textit{et al.} [127] in high salt matrices. Researchers applied a high-energy multi-channel analyzer configuration and a low coincident bias while measuring the LSC samples with a plastic and liquid scintillator. The salts in the samples represent the chemical quencher, which can severely decrease the count rate. Researchers reported SQP(E) values from 780 to 740, which are much higher values than observed in our measurements of biodiesel [127].

A set of nine samples containing 100 \% of biodiesel produced from different oils and samples of fossil diesel was prepared and measured with the original producer’s and with a changed protocol. All 1024 channels of the spectra were obtained with the
change of coincidence bias setup, as can be seen in Figure 18. In comparison with the spectra obtained with a high coincidence bias (see Figure 15 on page 66), where all the events below 140\textsuperscript{th} channel were diminished, in a low coincidence setup also low energy events are seen. In the sample of background (in Figure 18, shown in yellow) an additional peak between 50\textsuperscript{th} and 250\textsuperscript{th} channel is observed, which belongs to events occurring due to the use of glass vials. As already explained (see Chapter 4.1), in the LSC sample preparation high-performance glass vials were used, and thus containing some of \textsuperscript{40}K isotope, which is a natural radioactive isotope, found in trace amounts in the glass. During decay it releases enough energy, which can produce Cherenkov events in the vial wall. Measurements of such events are discarded in the high coincidence bias due to the Quantulus electronic circuit setup. The trigger for discarding the counts is based on the released energy [86]. The recalculated released energy is lower than in the un-quenched samples due to the heavy quench of the biodiesel samples. Biodiesel released electrons are therefore misclassified and discarded if a high coincidence bias is used. It has been concluded that a low coincidence bias has to be used in measurements of biodiesel blends.

In Figure 18 it can also be seen that some \textsuperscript{14}C peaks of biodiesel are shifted to higher channels/energies, thus their counting efficiencies are higher than the average measured biodiesel. This can also be easily observed from the measurements of the SQP(E) value. These sets of biodiesel samples had SQP(E) values between 360 and 850, where the lowest value and the highest quench were observed in the samples of biodiesel produced from waste cooking oil. This also explains the shape of the spectra, which was completely different than the others. It was decided to withdrawn waste cooking oil biodiesel from thesis, since its color was black and also other characteristic such as oxidative stability were unsatisfactory. A special research on waste cooking oil biodiesel will be conducted in the future. The highest observed SQP(E) value of 850 was determined in biodiesel produced from Slovenian sunflower oil. Measurements of these biodiesel blends would also be possible with a high coincidence bias setup. The rest of the measured 100 \% biodiesels obtained the following SQP(E) values: 675 in camelina from the Slovenian market, while camelina from Spanish market had 580, corn 697, jatropha 681, rapeseed 612, soya 572 and sunflower from Spanish market 680. The differences in the sunflower’s SQP(E) values could be explained in the oil pre-treatment (refining). However, the
camelina’s difference was not explained, since chemical composition does not suggest a major deviation from the other oils.

![Figure 18: Spectra obtained at low coincidence bias. Green spectra is biodiesel from waste oil, black is biodiesel from rapeseed oil, red is biodiesel from corn oil, light blue is biodiesel from Spanish sunflower oil (SFE) and dark blue is biodiesel from Slovenian sunflower oil (SFSI). In yellow the background is presented (BG).](image)

The counting efficiencies had to be re-evaluated to allow a proper sample activity determination due to the change in the measurements protocol. The counting efficiencies of the bio-ethanol and HVO blends were determined with a quench curve fitted through measurements of a $^{14}$C Low level Quench set, purchased from PerkinElmer (see Figure 10 on page 41). Such a set is prepared with a chemical quencher, which in the measurements of bio-ethanol and HVO sufficiently describes the quenching level. In the measurement of biodiesel blends, differences in the observed quench occur due to the color of the sample. Thus a set of samples with 7 to 10 blends from each produced biodiesel was prepared. In total, 65 LSC samples with blends consisting of levels from 1 to 100 % of the bio-component were used. Some samples were also made with biodiesel from waste cooking oil for an expansion of the SQP(E) coverage. The samples did not contain any artificial quencher, since a variety of quench levels were already observed. After the initial measurement a standard solution was added and samples were counted again (see Chapter 4.2.2). The SQP(E) values before and after the standard addition were within the uncertainty of the parameter. The count rates in a wider window (50-550) were
used for further analyses because of the greater FM. The counting efficiency obtained and the SQP(E) value were used for the quench curve.

![Quench curves](image)

**Figure 19: Both quench curves.** In black the quench curve prepared from biodiesel samples with standard solution is presented. In red the chemical quenched curve (PerkinElmer) is presented.

**Table 16: Low-bias quench curve fitting parameters**

<table>
<thead>
<tr>
<th>Slope [x²]</th>
<th>Slope [x]</th>
<th>Intercept</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>Error</td>
<td>Value</td>
<td>Error</td>
</tr>
<tr>
<td>-4.69E-6</td>
<td>7.03E-8</td>
<td>0.008</td>
<td>1.06E-4</td>
</tr>
</tbody>
</table>

The fitted quench curves and the differences can be seen in Figure 19. The biodiesel blends were measured with the new protocol at a low coincidence bias setup due to the color quench, while the chemical quenched curve was measured at a high coincidence bias. The differences can be observed across the whole range of the quench curve. A difference in the counting efficiency of colorless samples with a SQP(E) value between 750 and 850 is observed due to the change in the counting protocol and the width of counting window. This was also proven with measurements of bio-ethanol and HVO blends conducted with a standard addition, where the efficiencies obtained by both setups were in agreement. In heavily quenched samples, the difference in the counting efficiency can be explained by a combination of the counting protocol and the color of the biodiesel blends. The
quench curve obtained from a measurement of the biodiesels was used for obtaining a counting efficiency in the calibration and in later measurements.

7.5 Calibration

Seven sets of samples, each containing 10 LSC samples from biodiesel with known feedstock oil, were prepared in accordance with the procedure described in Chapter 4.1 (see page 38) and measured with the new counting protocol. The blend preparation was the same as for the other bio-components. The $^{14}$C peak was observed between channels 50 and 550 (see Figure 18) due to the wide variety of quench levels in the different biodiesel blends. On the logarithmic scale of the spectrometer the shape of the $\beta$ spectra resembles a Gaussian distribution, and thus the peak’s area could be described with a standard distribution of the counts around the channel of the peak. The majority of the measured samples had the centroid of the $^{14}$C peak around the 200$^{\text{th}}$ channel, with a peak width of 200 channels. Taking into account the majority of the biodiesel samples, all of the counts in the counting window from 50 to 400 were considered in the calculation of activity. The sample’s activity was plotted against the mass percent of biodiesel in the measured sample after the efficiency determination with a low bias quench curve from Figure 19.

![Figure 20: Measured biodiesels SQP(E) range. Variation of SQP(E) values of biodiesel blends from 1%_min to pure biodiesel are presented.](image_url)

The differences in the biodiesel blends could also be observed from the SQP(E) value (see Figure 20). SQP(E) values between 570 and 850 were observed, thus
according to the new biodiesel quench curve its efficiencies were between 51 and 88%. The lowest levels were measured in blends of camellina biodiesel from the Spanish market and soya biodiesel, while the highest SQP(E) belongs to the sunflower FAEE from the Slovenian market. The rest of the biodiesel blends had SQP(E) values between those values and their span was different. As can be seen from the numbers in Figure 20 the biggest SQP(E) variation was observed in the measurements of soya biodiesel blends, while the smallest was observed in biodiesel from sunflower Slovenia. The characteristics of the biodiesel samples described in Chapter 3.5 (see page 26) were evaluated in comparison to the SQP(E) value. The measured parameters did not correlate with the differences in the observed quench parameter.

The calibration curve obtained can be seen in Figure 21. A linear regression line was obtained when the specific activities of the sample were plotted. The summary of the fitting parameters together with the correlation coefficient is presented in Table 17. The result of the fitting through dispersed sample activities was larger error of the fitting parameters. Those are taken into account in total uncertainty as the calibration uncertainty. A part of measurements with higher specific activity could be classified as outliers, because the counting window was too narrow. Those measurements belong to blends of sunflower biodiesel from the Slovenian market, which also had the highest SQP(E) value, and thus a higher counting efficiency (> 80 %) and a wider peak at different channels/energies than the rest of the biodiesel

![Figure 21: Biodiesel at a low coincidence bias calibration. Linear curve with correlation coefficient R^2 of 0.98 observed.](image-url)
measured. Furthermore, from the shape of the spectra, the SQP(E) values and the comparison with the fossil diesel’s color, it was concluded that such samples could also be efficiently determined with the pre-designed producer’s protocol used in the bio-ethanol and HVO measurements. SQP(E) value between 700 and 750 was determined experimentally as a trigger for using low or high bias protocol. Although a variety of quench levels was observed, counting with the new setup showed no limitations in the measurements of the highly quenched samples. The determination of the counting window was further evaluated in the optimization of the method in order to limit the possibility of outliers caused by the evaluation.

Table 17: Summary of FAEE fitting parameters

<table>
<thead>
<tr>
<th>Intercept</th>
<th>Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>Error</td>
</tr>
<tr>
<td>1.660</td>
<td>0.831</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
</tr>
<tr>
<td>0.985</td>
</tr>
</tbody>
</table>

7.6 Background stability

Background stability has an important role in the accuracy and the detection limit of the method. Thus the comparison of the background count rate when the measurements were conducted with a low or high coincidence bias setup was conducted. The stability of the background was expected because the spectrometer is equipped with low noise PMTs, a stable power supply, efficient active and passive shielding of detectors and samples and was used at a constant temperature obtained with a Peltier cooling unit [86]. The stability was evaluated through multiple measurements of fossil diesels and the average count rate with its deviation was calculated.

Measurements of 62 samples of diesel with approximately 440 measurements, each lasting 200 minutes, were conducted on a high coincidence bias setup. The average calculated background count rate was 0.894 ± 0.089 cpm (counts per minute). The count rate was taken in the counting window from 150 to 400. The dispersion of the data could be observed in Figure 22. The SQP(E) values of the measured samples varied between 709 and 880, and thus some differences could be present in the chemistry of the fossil diesel. One of explanations for the background
scattering could be in the sample origin. Measurements of the LSC samples detected as being below the detection limit were included in the experiment. As can be seen in Figure 23, only 20 measurements exceeded $2\sigma$, and thus the stability of the counter was shown.

Figure 22: Background measurements at high and low coincidence bias setups. In black the measurements at high bias are presented, while in red are the measurements at low coincidence bias.

Figure 23: Number of measurements in each interval. On the high bias setup 440 measurements were taken, while on low bias setup there were “only” 170.
Because Cherenkov and fluorescence events are not rejected in the low coincidence bias, this means that the background count rate is much higher. The average background count rate for the low coincidence bias setup was 7.73 $\pm$ 1.09 cpm for a counting window from 50 to 400. “Only” 170 measurements from 11 samples were conducted and none of them exceeded 3σ from the average count rate (see Figure 23). The SQP(E) values of these samples also varied between 709 and 880 since they were the same samples as in the study for the high coincidence bias protocol. Further optimization of the counting protocol and the spectrometers environment was applied in order to improve the background stability and therefore improve the limits of detection.

7.7 Optimization

Only small amounts of bio-component are often added to fuel samples from fuel stations. The correct calibration over the whole measuring range is important to use the method on real fuel-market samples. Accuracy and ability to measure the samples with a count rate close to background is therefore also necessary. The limit of detection is dependent on the background count rate, and thus it is significant to reduce it as much as is reasonably achievable. Passive and active shielding, coincidental circuits, etc., have already been applied to limit the background radiation interferences in liquid scintillation counters. LSC users have the ability to use several circuits for additional reduction of the background by considering its source. A description of such circuits is provided in Chapter 2.2 (see page 15).

The biodiesel protocol has the highest background count rate and thus the optimization was conducted on these samples. Different measurement conditions were tested during the optimization of the method. The literature does not report an analysis with changes in the temperature of the measurement chamber and the Pulse Amplitude Comparator (PAC), but those were the first candidates for a reduction of the background. A Pulse Shape Analyzer, which is regularly applied for α/β separation, was also tested. The background radiation is consisted of fast radiation similar to α radiation nuclides, while $^{14}$C is a β emitter, and thus the background counts should be reduced [128]. A balanced counting window was applied in order to also take into account the quenching effect on the spectra and optimize the counting window.
7.7.1 Temperature of the measurement chamber

PMTs may have some temperature-dependent noise and the efficiency of the scintillator to transfer decay energy can vary in accordance with the temperature. The temperature dependency of the counting efficiencies was evaluated. The chemical composition of the scintillation cocktail does not allow a large variety of testing temperatures, and therefore only temperatures between 8 and 20 °C were evaluated. The cooling unit of the LSC counter with four Peltier elements was used for the temperature modification. A change of temperature by 2 °C required 4 hours due to the high volume and mass of the guarding material. Unquenched standards of $^{14}$C, $^{3}$H and a blank sample were measured after the temperature stabilization, which enabled control over the stability of the counter. Eight samples of PerkinElmer’s standard quench set (see Chapter 4.2.2 on page 40) and a sample of background were measured at each tested temperature for 10 and 300 min long cycle, respectively. The counting efficiency of the background sample was obtained from the quench curve measured at the same temperature. The samples were measured only on a high coincidence bias set up because the response of the scintillation cocktail is not related to the counting protocol.

![Figure 24: FM at different temperatures.](image)

The results of the FM calculations at the measured temperatures are shown in Figure 24. Variations in the observed FM are not significant in the range of measured temperatures. Greater variations in the counting efficiencies and the related FM were expected. Surprisingly, the largest FM seems to be at 18 °C, while the lowest was as
expected at 8 °C, where the chemical composition of the scintillation cocktail decreases the counting efficiency. According to the ζ-test the difference between both extremes was only 3.62. The results are in contrast to the expectation of the PMT noise reduction at lower working temperatures. Based on these results, the measurement temperature was maintained at 18 °C for all the experiments.

The chemical quenched samples were also measured at different temperatures and the obtained results are presented in Figure 25. The counting efficiencies and the SQP(E) values were fitted to one quench curve. Such an evaluation was chosen because the SQP(E) values and the counting efficiencies followed the same correlation. Nevertheless, the SQP(E) values and the corresponding counting efficiency changed significantly for each tested temperature. The combined quench curve could then be used for all the temperatures since the individual and combined quench curves are statistically the same. At different temperatures the background count rate changes, and thus the calculated FM changes, as can be seen from Figure 24. Therefore it is important to measure background with each sample batch as was done in this experiment.

![Quench curve at different temperatures. All the measurements create one quench curve that is usable at all the tested temperatures.](image)

In the literature only Edler and Kaihola [10] reported the applied temperature of the spectrometer. Their applied temperature was the same as ours (18 °C). Other authors analyzing bio-components with the LSC technique do not report at which temperature measurements were taken [8, 9, 12, 16, 17, 27, 28, 63, 64].
7.7.2 Pulse Amplitude Comparator (PAC)

Glass vials were used in the fuel measurements, thus the possibility for Cerenkov events in the vial wall or the optical crosstalk existed. Such events can be rejected or limited if the PAC threshold is set correctly. A set consisted from two samples: fossil diesel (background determination) and a sample with known activity was prepared in order to determine the influence of the PAC circuit on the fuel measurements. The LSC samples were measured at different PAC levels at a low and high coincidence bias within the software setup possibilities. The background count rate was obtained in 100 min, while for the LSC sample with known activity, the counting time was 30 min.

Figure 26: PAC optimization. Dots represent measurements at a high coincidence bias and crosses measurements at a low bias.

The FM for the high coincidence bias setup is much higher than those for measurements at a low bias, as can be seen in Figure 26. Although counting efficiencies at a low coincidence are usually higher, the background count rate is also higher due to the Cherenkov events observed below the 300th channel. A rather large uncertainty range was obtained for measurements at a high coincidence bias, due to the total number of background counts. Many of the results presented are not significantly different. The correct PAC setup is limited. The PAC values above the 100 have the highest potential for the best set-up. The uncertainty decreased with four repeated setups, but the calculated FM did not differ significantly.
The variations of FM are smaller in measurements at a low coincidence bias. The uncertainty of this set of results is lower due to the better counting statistics, which is a consequence of the higher background count rate. The counts of the peak below the 300<sup>th</sup> channel (see Figure 18 on page 71) decreased by about 20% in the background spectra of the low coincidence bias protocol. A comparison of the pulse height on which the PAC is based could be disturbed by sample quench. Additional measurements were conducted with biodiesel samples (described in Chapter 3, page 20) for the correct set-up of this parameter (see Chapter 7.7.4).

### 7.7.3 Pulse Shape Analyzer (PSA)

As was shown in Figure 6 (see page 19), alpha- and beta-like pulse differ in the tail of the pulse. The PSA circuit uses this pulse characteristic for differentiation between types of pulses [86]. Some of the slow fluorescence events can be observed in the background measurements because of the radioactivity of the vial material. A further reduction of the background count rate could be possible with the PSA because the radioactive decay and the slow fluorescence differ in pulse length. Normally, the PSA level is used for measurements of gross alpha and beta radionuclides in water samples [89, 90, 92, 129, 130]. The PSA is also used in radio-chemistry for the differentiation between isotopes of the same element [88, 131]. The authors already reported PSA level shifting in water samples when different pre-concentrations or quench levels were observed [90]. Furthermore, Manjon et al. [131] reported color quench interference with a PSA level when measurements of <sup>3</sup>H, <sup>90</sup>Sr, <sup>99</sup>Tc and <sup>239</sup>Pu were conducted. The color quench was achieved with the use of Na<sub>2</sub>CrO<sub>4</sub> [131]. Similar details were reported by Villa et al. [88] when <sup>210</sup>Pb was measured. According to Pates et al. [92] this occurs due to the PSA level energy dependence. It is known that the quenching shifts the spectrum to lower energies and that low energetic radionuclides have a lower optimal PSA. Furthermore, quenching agents that are electron scavengers (O<sub>2</sub>, CCl<sub>4</sub>) are able to interact with the solvent and reduce the delayed component [92]. This was one of the reasons why PSA was also evaluated with samples of biodiesel (see Chapter 3 on page 20).

The optimized PSA value was evaluated with a sample of fossil diesel and a sample with known activity, as in the case of the PAC. The preparation of the sample
was the same as in the PAC experiment described in Chapter 7.7.2. The standard solution was measured for 10 minutes, while the background count rate was obtained over 100 minutes. The samples were measured at every tenth level in the range from 1 to 256. The measurements were performed on high and low coincidence bias setup. According to the PSA theory, if the level is set properly the beta-like ($^{14}$C decays) signals are directed to one spectrum and others (α like) to the second spectrum [86]. The focus of the investigation was decreasing the impact of the peak under the 300th channel. We can use only the count rate in the beta spectra for a calculation of the FM and the observation of the background count rate decreased because the measured samples contained only $^{14}$C, which is a pure β emitter.

![Figure 27: PSA setting. Dots represent measurements at a high coincidence bias and crosses the measurements at a low bias.](image)

The FM was much higher in measurements at a high coincidence bias also in the PSA setup. The PSA circuit improved the FM to some extent, as shown by the high coincidence bias results on Figure 27. The FM reaches a plateau at a PSA between value 110 and 170, but due to the large uncertainty, the results were not significantly different ($\sigma < 1$). This set of results has poorer counting statistics with a total of background counts between 680 and 1300, and thus a higher uncertainty than in the measurements at a low coincidence bias. The same was also shown in the case of the PAC setup. This is consequence of the limited background counting time, which in these experiments was 100 min for each level tested.
A smooth curve with a stabilized FM at values above 170 was obtained for measurements with the PSA in a low coincidence bias. This was expected, since higher levels mean the signal is beta-like. The experiment did not confirm the expectation that using the PSA optimization the counting efficiency will remain at previously measured levels, while the background count rate would drop below 4 cpm. That would enable a limit of detection of around 2 %m. All of the authors evaluated reported similar findings with a smaller possible PSA level setup in other matrices and for other radionuclides. For instance, Palomo et al. [90] reported that the preparation procedures could affect the determination of the optimal PSA level for up to 25 %. The PSA level threshold between levels 40 and 120 in beta emitters ($^{99}$Tc and $^{90}$Sr) was reported by Manjon et al. [131]. An analysis of the water samples conducted on the same LS counter as biofuel in this thesis showed that the optimal PSA was around 100 [132].

7.7.4 Multi-Channel Analyzer setup changes (MCA)

The Quantulus is equipped with multi-channel analyzers (MCA), as discussed in Chapter 2.2 (see page 15). Some authors have already studied the effect of MCA changes. Kaihola [133] used this approach for gamma emission monitoring. The author successfully applied the approach to measurements of two beta- and gamma-emitting isotopes $^{137}$Cs and $^{60}$Co [133]. The same author also reported the use of a cosmic particle spectrum as a quench monitor [134]. The same approach was also used by Manjon et al. [131] in their research.

The MCAs were used for the application of PAC and PSA in our research. Both analyzers were used simultaneously, introducing the possibility for combined affects (see Table 18). The protocol for measurements of high-energy β emitters was used as a basis. The MCA’s inhibit and memory split were changed in MCA1, meanwhile MCA2 was set as for a pre-designed protocol. The usual MCA2 guard measurements were discarded. Different combinations of PAC and PSA were set on the entire range from 1 to 256. PAC and/or PSA were re-evaluated due to the possibility of a combined effect at every 50th PAC and PSA level. The experiments were conducted only on a low coincidence bias setup, where the highest background was observed. The LSC samples containing 100 % biodiesel and fossil diesel were prepared in accordance with Chapter 4.1 (see page 38) and measured with a new circuit setup.
The biodiesel samples produced in the laboratory were used for this experiment (see Chapter 3, page 20).

Table 18: Special protocol circuit setup. MCA1 was changed while MCA2 was set to pre-designed $^{14}$C measurements. The guard measurement of the pre-designed protocol was discarded.

<table>
<thead>
<tr>
<th>ADC Input</th>
<th>MCA1</th>
<th>MCA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRSUM</td>
<td>LRSUM</td>
<td></td>
</tr>
<tr>
<td>L*R</td>
<td>L*R</td>
<td></td>
</tr>
<tr>
<td>Inhibit</td>
<td>G</td>
<td>N</td>
</tr>
<tr>
<td>Memory Split</td>
<td>PAC+PSA</td>
<td>PAC+G</td>
</tr>
</tbody>
</table>

The results in Figure 28 present the best and worst case scenarios that were chosen based on the SQP(E) values. Soya biodiesel is a representative of the lowest SQP(E) value, while biodiesel from Slovenian sunflower was of the highest SQP(E) value. A comparison of the results obtained using only the PAC or PSA circuit on low coincidence bias and those obtained with the combined circuit were conducted. The improvement in the FM was up to 50 % for samples with a lower SQP(E) than usually observed in real market samples. The experiment confirmed the dependency between the PAC level and the observed quench (SQP(E) value). For the combined experiments it was shown that the highest FM was obtained with a PAC level of 50. This was also proven in the evaluation of only this parameter (MCA2), where level 50 obtained the highest FM in the low SQP(E) samples. The Slovenian sunflower biodiesel’s PAC levels of 50, 100 and 150 obtained, statistically, the same result ($\zeta$-test < 1). The optimal PAC is lower than expected based on results of previous work on diesel fuels (see Figure 26), where values of around 100 were the best. This leads to the conclusion that the PAC value is affected by the sample quench level since pure biodiesel had lower SQP(E) values than the fossil diesel used in the first experiments.

The application of PSA in the measurements of quenched samples cannot be done precisely because the applied level changes with an increasing quench, as can be observed in Figure 28. Each quench level would therefore require a different PSA setup. However, the PSA setup could be efficiently introduced if the variability of the
quench level is smaller. This is shown in measurements of the Slovenian sunflower biodiesel. Such an approach was introduced by Hiller et al. [91], who used PSA for the background reduction in $^{14}\text{C}$-benzene counting and reduced the limits of detection. The method proposed by Pujol and Sanchez-Cabeza [89], where a short measurement of SQP(E) would tell which value of PSA is the most efficient, was not applied due to the great variety of SQP(E) values and therefore a need for special set of measurements for each obtained sample.

From this experiment, it was concluded that quenching has a major role in an optimal PSA setup; therefore, when the quench may vary significantly, as observed in fuels, it is not usable. The counting-window width and position were evaluated for a reduction of the background count rate and a further optimization of the protocol.

7.7.5 Quench balanced counting window

The approach was introduced by Ross [135], who changed the window voltage on early LSC systems and tested them with eight different quenchers. Recently, Theodórsson et al. [136] applied the balanced-window method on a laboratory-built single PMT system. After an adjustment of the high voltage of the counter to maximize the $^{14}\text{C}$ counting efficiency, several channel ratios were tested and an energy calibration was conducted. The authors reported a high counting stability [136]. Tudyka et al. [137] used the approach of Theodórsson et al. [136] and adjusted it for use in commercially available LS counters such as the Quantulus 1220™. The approach was tested on a limited quench range where the system gives a linear response [137]. For some researchers who use a software programmable
window [138], a quench balanced counting window means extra labor since the
determination of the quench level and the rest of calculation have to be made in
advance (prior measurement). A different approach was taken in this thesis.

Different levels of quench were observed in measurements of different biodiesel
blends. Furthermore, the SQP(E) value for the same blend changed with the type and
age of the biodiesel. The counting window to obtain $^{14}$C counts had to be wide in
order to calibrate a variety of biodiesels. As explained before, the window was
chosen based on the average width of the $^{14}$C peak because the majority of biodiesels
were covered and the counting window was kept small. This has a significant impact
on the background count rate and the detection limit. Some of the blends, especially
the Slovenian sunflower biodiesel, were misinterpreted because the activity was not
determined correctly. An experiment with a quench balanced counting window was
made in order to limit the counting window and reduce the background count rate
and the detection limit. The problem was observed only in diesel samples, and thus
an additional analysis of the spectra was conducted on them.

Measurements of approximately 170 LSC samples, made from all the biodiesels
described in Chapter 3 (see page 20), were taken into account. The bio-components
were mixed with fossil fuel in samples containing from 5 to 100 %m of biodiesel.
Measurements of the SQP(E) were conducted for each cycle in accordance with the
Quantulus protocol and values between 360 and 910 were obtained. The counting
efficiency was determined through the quench curve depicted in Figure 19 (see page
72). Spectra obtained from the Quantulus on a logarithmical energy scale were
converted to the ACSII-gls format with home-made software [139]. The program
RadWare [140] was used as a tool for the determination of the full width at half
maximum (FWHM) and the centroid of the $^{14}$C peak. RadWare is a software package
for interactive graphical analysis of the gamma-ray coincidence data [140]. It can be
used on a beta-emitting radionuclide because the logarithmically presented spectra
follow a Gaussian distribution. RadWare was also used for resolving the counting
window while measuring the $^{3}$H in urine by a colleague from the laboratory [141].
The ACSII-gls version of the Quantulus spectra was fitted. Two-peak fitting was
chosen because the low coincidence bias protocol has a $^{14}$C peak and an additional
peak below the 300th channel. Channels up to the 700th were used in the evaluation,
thus the $^{14}$C decay energies from $E_0$ to $E_{\text{max}}$ were used. The count rate used in the
calibration and a further analysis was obtained from the individually calculated counting window.

### 7.7.5.1 Determination of spectra position

The first step in the determination of the counting window is to determine the position of the $^{14}$C peak. In addition to the sample spectra also the SQP(E) values were used for further evaluation. In this part of the experiment, the SQP(E) value was used not just as an indicator for quenching but also as a parameter for choosing the correct position of the $^{14}$C peak. Figure 29 presents the correlation of SQP(E) value and the position of the $^{14}$C peak obtained from RadWare for a given quench. The fitted positions of the spectra tell us where the centroid of the $^{14}$C peak is. It should be noted that the position is related only to the $^{14}$C peak and not to the entire spectra. The SQP(E) value was also used in a measurement efficiency determination for the activity calculation. A polynomial fit shows that the SQP(E) levels below 600 could be overestimated. Highly quenched LSC samples are presented with a lower energy/channel, which is limited by the PMT efficiency. Limitations in the SQP(E) value calculation were noted in measurements of high-energy emitting isotopes [142]. However, the correlation between the position of the $^{14}$C spectra in various biodiesel blends and the amount of quenching in the measured sample proves the usability of the quench parameter for a determination of the peak’s and the counting window’s position also for colored samples.

**Table 19: Fitting parameters for SQP(E)-position correlation**

<table>
<thead>
<tr>
<th>Slope [$x^2$]</th>
<th>Slope [x]</th>
<th>Intercept</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>Error</td>
<td>Value</td>
<td>Error</td>
</tr>
<tr>
<td>-3.338</td>
<td>1.467</td>
<td>0.48</td>
<td>0.09</td>
</tr>
</tbody>
</table>
7.7.5.2 Determination of counting-window width

The position of the $^{14}$C spectra, determined as explained previously, is used as an argument in Figure 30 where the relation to the $^{14}$C peak width is presented. The widths of the peak (FWHM) and its uncertainties were also obtained with the same RadWare fitting as the peak’s position. The dispersion of the results could be observed since the fits were individually made for each spectrum. As a consequence of such a dispersion, the correlation was fitted with a cubic polynom. For an improvement of the counting statistic and a reduction of the dispersion contribution it was decided to use a width times 2 and therefore using the 2 sigma (98 %) of the $^{14}$C peak as a counting window. Although the window is still relatively wide, it changes with quench, and thus compared to the window used in the calibration before, it is more sample specific.

Table 20: Fitting parameters for $^{14}$C peak width determination

<table>
<thead>
<tr>
<th>Slope [x$^3$]</th>
<th>Slope [x$^2$]</th>
<th>Slope [x]</th>
<th>Intercept</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>Error</td>
<td>Value</td>
<td>Error</td>
<td>Value</td>
</tr>
<tr>
<td>4E-06</td>
<td>1E-06</td>
<td>-3E-03</td>
<td>1E-03</td>
<td>1.28</td>
</tr>
</tbody>
</table>
7.7.5.3 Calibration with balanced window

A new calibration curve was made with a changed counting window. The measurement results of the calibration set of samples that was used in Chapter 7.5 were re-evaluated with the new counting windows. The counting window and the corresponding background were determined for each repetition. This decreased the background count rate for the majority of measurements. This improved detection limit will be discussed in Chapter 7.8.2. The linear calibration curve obtained in the re-evaluation is presented in Figure 31.

The correlation between the newly calculated specific activities of the samples and the mass percentages of biofuel shows improvements made with a balanced counting window in relation to a fully opened counting window. This was observed in all of the validation parameters that will be discussed later in the text. Although each data point is burdened with an additional uncertainty in the counting window determination, a decrease of the background variation count rate also decreases the total uncertainty for each point. Also, the errors of each fitting parameter decreased in comparison to those obtained before (see Table 17 at page 75) as can be seen in Table 21. The correlation coefficient is comparable to those observed in the calibration for bio-ethanol and HVO, even though the measurement protocol was changed and additional calculations had to be made. All of the characteristics of the curve were used in validation (see chapter 7.8).
Figure 31: Biodiesel calibration with quench balanced window. Linear calibration curve with correlation coefficient $R^2$ larger than 0.99 was obtained. Background was calculated for each measurement and it is used as a parameter in uncertainty budget.

Table 21: Fitting parameters for a balanced counting window protocol.

<table>
<thead>
<tr>
<th>Intercept</th>
<th>Slope</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>Error</td>
<td>Value</td>
</tr>
<tr>
<td>1.137</td>
<td>0.280</td>
<td>10.882</td>
</tr>
</tbody>
</table>

7.8 Validation parameters

The validation parameters presented and discussed in this sub-chapter were calculated based on the procedure described in Chapter 4.3 (see page 42). They are summarized in Table 23.

7.8.1 Uncertainty

The uncertainties for the measurements near the detection limit, at 10 % and at 100 % of biofuel, were calculated and evaluated (see Table 22). The individual uncertainty and its contribution were calculated in accordance with the procedure described in Chapter 4.3.1 (see page 42). The background stability and the sample counting were evaluated as a combined uncertainty and represent the smallest, still significant, contribution to the total uncertainty. This is consequence of the quench balance counting window, which optimizes the window based on the sample's quench. An important uncertainty source for all biofuels is the uncertainty of the
standard solution for the determination of the quench curve and the counting efficiency. Compared to other measured biofuels, a calibration uncertainty has a 20 % larger impact. This is not surprising since changes in the protocol and a different evaluation of the counting window had to be applied. It includes a determination of the position and the width of the counting window where each parameter is burdened with an additional uncertainty.

Table 22: Biodiesel protocol uncertainty budget

<table>
<thead>
<tr>
<th>Source</th>
<th>near DL</th>
<th>at 10 %$_{\text{m}}$</th>
<th>at 100 %$_{\text{m}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% of total</td>
<td>absolute</td>
<td>% of total</td>
</tr>
<tr>
<td>Balance</td>
<td>0.001</td>
<td>0.0001 g</td>
<td>0.01</td>
</tr>
<tr>
<td>Background cpm</td>
<td>8.62</td>
<td>2.66 ± 0.04</td>
<td>5.06</td>
</tr>
<tr>
<td>Sample cpm</td>
<td>3.49 ± 0.60</td>
<td>9.76 ± 0.30</td>
<td>53.05 ± 15.92</td>
</tr>
<tr>
<td>Efficiency</td>
<td>12.49</td>
<td>1.3 %</td>
<td>32.79</td>
</tr>
<tr>
<td>Calibration</td>
<td>78.89</td>
<td>2.4</td>
<td>62.14</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>0.25 %$_{\text{m}}$</td>
<td>0.28 %$_{\text{m}}$</td>
</tr>
</tbody>
</table>

7.8.2 Detection limit

The Currie [122] and ISO 11929 [123] procedures were used in the calculation of the detection limits for each variation of the biodiesel calibration as described in Chapter 4.3.2 (see page 44). The results of the evaluation are depicted in Table 23. The limits calculated by both methods differ, where Currie’s limit was higher than already observed with other measured biofuels. The lowest limit of detection calculated in accordance with Currie’s calculations was obtained with a high bias (0.89 %$_{\text{m}}$), while the detection limit calculated in accordance with ISO 11929 was 0.66 %$_{\text{m}}$. The highest limit of detection was calculated from a low-bias protocol where a fixed window was used (2.73 %$_{\text{m}}$). The ISO 11929 detection limit for the same protocol was 2.26 %$_{\text{m}}$. The application of the quench balanced window decreased the detection limit by at least 0.59 %$_{\text{m}}$, but did not achieve the limits
calculated for the high-bias protocol. The quench balanced window protocol has a higher limit of detection, by at least 1 %. Therefore, for precise measurements of the fuel with a low biodiesel percentage the high-bias protocol is more suitable, while for measurements of unknown amounts of biodiesel a low-bias protocol with a quench balanced window could be used.

Table 23: Biodiesel protocols validation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>High bias</th>
<th>Low bias</th>
<th>Balanced window</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection limit (Currie [122])</td>
<td>0.89 %m</td>
<td>2.73 %m</td>
<td>1.96 %m</td>
</tr>
<tr>
<td>Detection limit (ISO 11929 [123])</td>
<td>0.66 %m</td>
<td>2.26 %m</td>
<td>1.67 %m</td>
</tr>
<tr>
<td>Linearity</td>
<td>0.999</td>
<td>0.985</td>
<td>0.998</td>
</tr>
<tr>
<td>Repeatability</td>
<td>0.5 %m</td>
<td>0.58 %m</td>
<td>0.44 %m</td>
</tr>
<tr>
<td>Reproducibility</td>
<td>0.27 cpm</td>
<td>0.1 %m</td>
<td>0.35 cpm</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>12.546</td>
<td>9.891</td>
<td>10.882</td>
</tr>
<tr>
<td>Trueness</td>
<td></td>
<td>See chapter 8</td>
<td></td>
</tr>
</tbody>
</table>

7.8.3 Linearity

Linearity was demonstrated with the correlation coefficient obtained during the calibration curve fitting. The correlation coefficients for all biodiesel protocols are depicted in Table 15 (see page 68), Table 17 (see page 75) and Table 21 (see page 90). The highest correlation coefficient was obtained with a high-bias protocol, while the lowest was in a low-bias protocol, 0.999 and 0.985, respectively. If we compare both protocols conducted on a low-bias setup we can conclude that the application of the quench balanced window improved the correlation coefficient. With the application of a quenched balanced window a correlation coefficient of 0.998 was obtained, which is comparable to the high-bias biodiesel protocol as well as the protocols of the other biofuels presented before. The high bias protocol’s calibration curve obtained an error of 0.06 %, what is more linear than any other biofuel measurements with a high bias protocol. The linearity of the points decreased with
the introduction of the low bias protocol, as expected. The uncertainty of the curve was 0.5 \%, but with the introduction of the quench balanced window the uncertainty reduced to 0.25 \%.

7.8.4 Repeatability

Repeatability was evaluated as the standard deviation of the results obtained from 10 consecutive counting cycles. In high-bias measurements, the standard deviation obtained after two-step calculations was 0.50 \%_{\text{m}}. When samples were measured with a low coincidence bias protocol, the dispersion of the results was 0.58 \%_{\text{m}}. The results were also evaluated using a protocol with a quench balanced window. With such an evaluation, the repeatability improved to 0.44 \%_{\text{m}} for the same 10 \%_{\text{m}} sample. This improves the accuracy of the quench balanced window protocol and further improves the achievements of the high-bias protocol.

7.8.5 Reproducibility

The high coincidence bias protocol was used in measurements at different temperatures. The samples count rate and SQP(E) values changed at each temperature beyond the parameter’s uncertainty, but the results are calculated with a specific activity where such changes are taken into account. The sample count rate and the SQP(E) values were also evaluated from the measurements with the same protocol obtained over a period of one week. The calculated results were within the uncertainty of each measuring protocol.

7.8.6 Sensitivity

To evaluate the method’s sensitivity, the slope of the calibration curve was checked. The high coincidence bias setup had a slope of 12.546 (see Table 15 on page 68). The low coincidence bias protocol is, with 9.891, less sensitive than the high bias protocol, but has a larger measurement range (see Table 17 on page 75). The sensitivity of the protocol of the low coincidence bias with a quench balanced window is 10.882, which is an improvement compared to the low coincidence bias protocol, but less sensitive compared to the high coincidence bias protocol (see Table 21 on page 90). The large measurement range in the low bias protocol, which covers the whole range from 0 to 100 \%_{\text{m}} of biodiesel, is an advantage compared to the high-bias protocol. The latter has a measurement range only up to 10 \%_{\text{m}}.


8 Comparison with other methods

For the inauguration of the direct method, some samples were also measured using the LSC method with CO₂ capture, which is a long-established method. The evaluation of the method’s acceptability was conducted by participation in international comparative tests. The results obtained are presented further in the text.

8.1 CO₂ measurements with LSC

The direct method was compared to the LSC method, which uses CO₂ in a preparation of the sample [68]. A cooperating laboratory at the National Institute for Cryogenic and Isotope Technologies, Râmnicu Valcea, Romania performed the measurements with the CO₂ absorption method. The LSC sample preparation is made in three stages. First, a scintillation cocktail mixture is prepared. The laboratory uses their own LS cocktail made from 2-Methoxyethylamine. Commercially available Carbosorb E and Permaflour E’ (PerkinElmer) were not used because saturation of the CO₂ solution could not be achieved. A sample (approx. 1.5 g) was placed in a Parr bomb, filled with oxygen and burned in the second stage of the sample preparation. In the third stage, the sealed bomb was fitted to the bubbling line. The CO₂ is circulated through a bubbler containing the LS cocktail until the cocktail is fully saturated. The bubbling line is equipped with two additional traps to recover any vapor from the LS cocktail. The LSC samples prepared in accordance with this procedure were measured in the LS counter Quantulus (Wallac Oy, PekinElmer). Blends from 5 to 30 %₀₀ and pure biodiesels (a total of 30 samples) were analyzed by CO₂ and the direct method. The LSC samples analyzed with the direct method were prepared in accordance with the procedure described in Chapter 4.1 (see page 38).

The results of the CO₂ method are reported in Bq/g of C, while the direct method operates with specific activities (dpm/g of sample). The comparison of the results was conducted both in Bq/g of C and Bq/g of sample. The carbon content in the specific sample was obtained by the cooperating laboratory. The average content of carbon in the measured samples was in agreement with the reported values in the literature [17, 28, 63]. The recalculation was made by dividing a specific activity in Bq/g of sample with the content of carbon in biodiesel and vice versa. The
uncertainty of the direct method was calculated in accordance with the procedure described in Chapter 4.3.1 (see page 42). The analyses conducted with the CO$_2$ method are reported with only the counting uncertainty, since the full uncertainty budget was not yet evaluated.

Figure 32: CO$_2$ and direct method comparison in Bq/g of sample. Results of biodiesel blends up to 30 \%$_m$ are comparable, within the uncertainty. The greatest difference in activities is obtained when pure biodiesel is measured.

The specific activities (see Figure 32) obtained after analyses with both methods are in agreement for blends up to 30 \%$_m$. All the results of 100 \% biodiesel samples for the direct method show lower calculated activities than in the case of the method with CO$_2$ preparation. The same was also observed when specific activities were recalculated to activities per gram of carbon (Bq/g of C). The trueness of these results is presented in Figure 33. The largest error was obtained in the analysis of soya biodiesel. One of the reasons for such a result could be a misinterpretation of the quench. The observed SQP(E) value was around 550, and thus at the bottom limit of our quench curve. A new evaluation with a quench balanced window could also present a misinterpretation in the background count rate. In this case, the background count rate would be lower than the calculated one. Although the measured samples were used for calibration purposes, the errors observed in this evaluation do not present a concern, because they are part of the sample count rate variation, which is included in the conservatively calculated uncertainty budget. In addition the result
reported to the customer is in the form of mass percent where variations in composition and activities are taken into uncertainty budget.

Given the current fuel market and its prediction the most interesting analyses are those of blends up to 20 %m. Therefore we decided to evaluate trueness of data obtained with direct and CO₂ method for blends up to 20 %m by applying ζ-test (see equation 19). As a limit for the acceptability zeta-score of 2 was chosen. As in the case of the pure biodiesel samples, the activities of blends of up to 20 %m were lower than those obtained from the CO₂ method. However, the results presented in Figure 33 show that the trueness of our results is acceptable, even if a recalculation to Bq/g of C needs to be conducted. As was explained before, the recalculation was done with data obtained from the collaborating laboratory, since the direct method does not give such data.

![Graph](image_url)

**Figure 33: Trueness of direct method measurements.** Results in Bq/g of C are compared. Equation 19 was used for calculation, where both measurements uncertainties were taken into account.

In order to apply the method on the fuel market where the bio-component quantity is often lower than the 5 % comparison of background count rate and the resulting detection limit was also conducted. The background count rate of the CO₂ method was much lower (2.22 cpm) than those obtained with the direct method, which varied from 2.52 cpm to 6.1 cpm. In the direct method the background count rate is determined individually, given the sample quench. On the other hand, the CO₂
method gives more uniform background count rates, which vary only within the parameter’s uncertainty. However, the limits of detection calculated for both methods with a background of 5 %_m of biodiesel were comparable. This biodiesel blend was the sample with the lowest bio-component quantity measured in the scope of this comparison. The comparison presented shows the limitations of the direct methods when pure biodiesel analyses have to be performed. However, quantities of bio-components below 20 %_m and especially near the detection limit can be equally accurately determined by both the CO₂ and direct method.

8.2 International comparative tests

The method was evaluated by three international comparative tests organized by the European Union Group of Customs Laboratories [143–145]. One was organized in the winter 2010/2011 and two in winter 2012/2013. Summarized results are presented in Figure 34. Acceptability was evaluated with a ζ-test, while the limit was set to two. All of the evaluated results were acceptable. Involvement in the tests in 2010/2011 was a great honor, since this was the first organized comparative test for biofuels.

![Figure 34: Comparative tests. Red lines are acceptability limits.](image)

8.2.1 GCL bio-components in fuels 2010/2011

Measurements were made on four samples of different compositions. HVO and/or bio-ethanol were used as a bio-component and gasoline and diesel as fossil
fuels. The results were reported with expanded uncertainty with a coverage of 95 %. The calculated values were a robust mean and the standard deviation of the reported values of all the labs. The $\zeta$-test was calculated for each set of results by the organizer of the inter-laboratory test. Organizer reported also gravimetrically determined real values. For the parameter of bioethanol quantity in sample 4 the organizers did not conduct $\zeta$-test due to the lack of reported results. The preparation of the samples for the comparison was described in official report, and thus we used this data for the evaluation of our method.

Table 24: GCL bio-components in fuels 2010/2011 comparison. BioEtOH stands for bioethanol. Result marked with * was compared to real value reported in official report, and thus does not contain the standard deviation of the reported results.

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Sample constitution</th>
<th>Measured quantity</th>
<th>Reported values</th>
<th>Calculated values</th>
<th>Real values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BioEtOH &amp; EtOH</td>
<td>BioEtOH</td>
<td>79.84 ± 2.74</td>
<td>79.77 ± 1.02</td>
<td>79.98</td>
</tr>
<tr>
<td>2</td>
<td>BioEtOH, EtOH, gasoline</td>
<td>BioEtOH</td>
<td>5.82 ± 0.28</td>
<td>5.82 ± 0.84</td>
<td>6.19</td>
</tr>
<tr>
<td>3</td>
<td>HVO &amp; diesel</td>
<td>HVO</td>
<td>18.71 ± 0.59</td>
<td>18.67 ± 0.43</td>
<td>18.88</td>
</tr>
<tr>
<td>4</td>
<td>HVO, BioEtOH &amp; gasoline</td>
<td>BioEtOH</td>
<td>10.2 ± 0.4</td>
<td>*</td>
<td>10.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HVO</td>
<td>12.1 ± 0.5</td>
<td>10.94 ± 1.78</td>
<td>10.34</td>
</tr>
</tbody>
</table>

All of reported results were declared as successful, which can also be seen in Figure 34, where a summary of the results obtained is presented (see the first 5 points) and in Table 24 where the reported results are depicted. The relative difference between the reported and calculated values is the biggest in the sample with HVO and ethanol in gasoline (sample 4), where the result of the HVO quantity in gasoline had to be reported. The measurement was conducted after separation of the ethanol from the original sample, and thus the separation was not completed. The separation was made with the addition of water, as proposed by Yunoki and Saito [29]. All the other samples were prepared and measured in accordance with the procedure described in Chapter 4.1 (see page 38). Samples with different bio-components can be therefore be successfully analyzed with additional
preparation steps. The results obtained were satisfactory. Furthermore, compared to the other laboratories that performed the LSC techniques, we were one of the laboratories with the most consistent and accurate results [143].

8.2.2 GCL bio-components in fuels 2013

Six samples of different compositions were measured for this international comparative test (see Table 25). Samples A1, A2, A3 and A4 consisted of diesel and HVO; sample B was a mixture of diesel, FAME and HVO, while in sample C gasoline, fossil ethanol, bio-ethanol and ETBE were used. The evaluation of the results was conducted in the same manner as in a previous comparative test. All the reported values presented in Figure 34 satisfied the acceptability level of two. The points from sample A1 to sample C represent this cooperative test.


<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Sample constitution</th>
<th>Measured quantity</th>
<th>Reported values</th>
<th>Calculated values</th>
<th>Real values</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Diesel &amp; HVO</td>
<td>BioHC</td>
<td>9.86 ± 0.57</td>
<td>9.0 ± 1.0</td>
<td>10</td>
</tr>
<tr>
<td>A2</td>
<td>Diesel &amp; HVO</td>
<td>BioHC</td>
<td>93.52 ± 0.73</td>
<td>93.0 ± 2.0</td>
<td>90</td>
</tr>
<tr>
<td>A3</td>
<td>Diesel &amp; HVO</td>
<td>BioHC</td>
<td>10.16 ± 0.58</td>
<td>9.0 ± 1.0</td>
<td>10</td>
</tr>
<tr>
<td>A4</td>
<td>Diesel &amp; HVO</td>
<td>BioHC</td>
<td>93.02 ± 0.68</td>
<td>91.0 ± 2.0</td>
<td>90</td>
</tr>
<tr>
<td>B</td>
<td>Diesel, FAME, HVO</td>
<td>BioHC</td>
<td>16.68 ± 2.68</td>
<td>10.0 ± 6.0</td>
<td>9.3 FAME 6.7 HVO</td>
</tr>
<tr>
<td>C</td>
<td>Gasoline, EtOH, BioEtOH, ETBE</td>
<td>BioEtOH</td>
<td>13.12 ± 1.10</td>
<td>8.0 ± 4.0</td>
<td>6 BioEtOH 10 ETBE</td>
</tr>
</tbody>
</table>

All our reported values were higher than the true value. For samples A1, A2, A3 and A4 this can be explained by an over-estimation of the calculated activity. One of the reasons could be the different concentration of carbon atoms in the measured samples compared to the calibration ones. Samples B and C were made from unusual mixtures of samples, which could be the reason for such an error and overestimated activity. Namely, the samples were evaluated by the calibration curve for HVO or bio-ethanol, while they also contained unknown amounts of other bio-components.
(FAME and ETBE) with different total activities. A new limitation of the method was shown with the participation in this comparative test when samples with various bio-components had to be measured. One of organizer’s conclusions was that the sample mixtures were unrealistic (sample C) and should be abandoned in future [144]. Nevertheless, we were satisfied with the obtained results, which proved the ability to analyze even samples with mixtures of different types of bio-components with an acceptable trueness. But in the future the variety of laboratory reference samples should be widened, which would improve the calibrations and indicate problems. The organizers also pointed out the problem of differences in the sample calculations. They suggest a uniform calculation and an analytical procedure for future comparative tests [144].

8.2.3 GCL FAME in gasoil 2013

Only three samples were obtained in this international cooperative test (see Table 26). We only obtained samples for measurements of near-background values since the test was designed for a near-detection-threshold evaluation of the standardized method EN 14078. The samples were prepared and measured according to the optimized method for a determination of the biodiesel in diesel. Samples were also measured on a high coincidence bias setup where the limit of detection is lower because the levels of biodiesel in the test samples were below our threshold. The values reported by the method EN 14078 are in v/v%, and thus our results were recalculated with the use of the average density of the biodiesel described in [146].

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Sample constitution</th>
<th>Measured quantity</th>
<th>Reported values</th>
<th>Calculated values</th>
<th>Real values</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Diesel &amp; FAME</td>
<td>FAME</td>
<td>0.53 ± 0.21</td>
<td>0.23 ± 0.04</td>
<td>0.2</td>
</tr>
<tr>
<td>F2</td>
<td>Diesel &amp; FAME</td>
<td>FAME</td>
<td>0.64 ± 0.19</td>
<td>0.51 ± 0.03</td>
<td>0.5</td>
</tr>
<tr>
<td>F3</td>
<td>Diesel &amp; FAME</td>
<td>FAME</td>
<td>1.26 ± 0.18</td>
<td>1.02 ± 0.04</td>
<td>1.0</td>
</tr>
</tbody>
</table>

The ζ-test was calculated for a comparison with true values and it is presented in Figure 34 (see points F1, F2 and F3). For all the measured samples good acceptability of the results was obtained. However, in the case of sample F1 it was
shown that the result was between the critical and detection limit calculated by Currie [122]. The quantity of biodiesel in this sample would be classified as below detection limit in routine measurements. The other obtained values were between DL and 1 %v. The misclassification of the bio-component content led to concern about the over-estimated detection limits; therefore, additional work and measurements need to be applied. The introduction of the ISO 11929 calculation of the detection limit [123] and the use of Bayesian statistics is shown as a good approach.
9 Measurements of real fuel samples

Slovenia is a transit country and as such has a specific fuel market: diesel represents 2/3 of the fuel sold and only 1/3 of consumed fuel is gasoline. Ethanol is not used as a fuel but only as an additive to gasoline. Therefore, it has been decided to focus the testing of the method on diesel samples.

9.1 Sampling

The sampling campaign was performed on regular gas stations across the country. Sample points were distributed through the whole country, as can be seen in Figure 35. One-third of samples were taken on highways and two-thirds on regional roads, which is in accordance with the ratios of sold fuels on different types of roads. Namely, the most significant distributor of fuels in Slovenia, which covers 85% of the market, has sold 36% of their diesel fuel on highways [108]. Some 35% of the highway’s gasoline stations of different providers were included in the sampling plan, while other gasoline stations on regional and local roads were sampled to a much smaller extent (9%). A total of 75 samples at 75 different places were collected during the sampling campaign, which lasted from March to November 2011.

Figure 35: Sampling points on map of Slovenia
9.2 Experimental

The LSC samples were prepared in accordance with the procedure described in 4.1 (see page 38). Small amounts of biodiesel were expected, and thus the measurements and evaluation were conducted in accordance with the high-bias protocol (see Chapter 7.3 on page 66). A counting window from 150 to 400 was used. Five counting cycles were performed, with each one lasting 100 min. The average count rate obtained in measurements of 20 different fossil fuels was taken as a background. Every background sample was measured for 1000 min in 5 cycles. The background count rate was 0.93 cpm with a standard deviation of 0.09. The SQP(E) value of the background samples varied between 800 and 850. Although the method’s protocol uses the SQP(E) value for the determination of the counting efficiency, 15 samples were also subject to a standard addition method (see Chapter 4.2.2 on page 40).

9.3 Results and discussion

The samples had the same color, but the SQP(E) value varied from 681 to 815, with a standard dispersion of 46. Such a variation of the SQP(E) values corresponds to the counting efficiency in the range from 55.1 % to 79.8 %, in accordance with the quench curve. These measurements pointed out that in measurements of real market samples the color of the sample is not likely the only reason for quenching. The main source of quenching is therefore the chemistry of the sample. Several additives for improving individual characteristics are added to market fuels. The range of the quench and counting efficiency was therefore larger than for the samples of the calibration curve (0 - 10 %m) and the background. This occurred because the samples measured for the calibration curve did not contain any additives. Samples with a higher range of quench were checked by the standard addition method. The SQP(E) of the samples before and after the standard addition were the same, so we assumed that the counting efficiency did not change. The differences between the counting efficiencies calculated via the standard addition, on the one hand, and the quench curve, on the other hand, were around 0.5 %. This is within the uncertainty of the standard solutions, as was already shown in the uncertainty budget (see Chapter 7.8.1 on page 90).
Measurable amounts of bio-component were found in 44 samples, what means 58.7 % of the collected samples (see Figure 36). The quantity of the bio-component’s span in the samples was from the limit of detection up to 5.84 ± 0.55 %\(_m\). The average quantity of biodiesel in measurable samples was 3.65 %\(_m\), with a spread of 1.56 %\(_m\). The samples with results below the detection limit were considered as having a zero value, and thus the average quantity in all the samples was lower, 2.14 %\(_m\), with the dispersion of results equal to 2.17 %\(_m\).

![Figure 36: Distribution of samples in accordance with the biodiesel quantity.](image)

The relative percentage distribution of biodiesel in gasoline stations located on regional roads and highways is shown in Figure 36. The bio-component was not detected in 41 % of the samples. A total of 32 % of the samples contained more than 4 %\(_m\), while samples from classes below 4 %\(_m\) represented a share of 27 %. Such behavior can be explained by the fact that an extensive pretreatment of the gasoline station’s fuel tanks is needed in order to be able to accept a fuel with biodiesel. Distributors are therefore interested to introduce bio-components only at gasoline stations that have a higher sales frequency. This was also confirmed by a correlation between the location of the gasoline station and the vicinity of a major transit road or proximity to major towns, as can be seen in the first four rows of Table 27. The sampling locations in major towns or on highways contain comparable mass percentage of bio-component (rows 1, 3). The situation outside the towns differs significantly (rows 3, 4).
The second half of Table 27 (rows from 5 to 8) shows the comparisons with respect to the geographical position of the sampling point. Slovenia is divided into four regions: Ljubljana and its surroundings are the most densely populated part of Slovenia. A high amount of bio-components was therefore expected in this region. Our results show just the opposite. Detailed inspection of sampling points indicates that gasoline stations that cover a larger population area had a higher percentage of bio-component. However, the highest mass ratio of biodiesel was found on the Slovenian coast. The traffic there is relatively dense because of tourists and transit passengers in the vicinity of the Italian and Croatian borders. The average temperature along the Adriatic is higher than in other parts of Slovenia, which is favorable circumstance for the temperature-sensitive biodiesel. Eastern Slovenia demonstrates higher values of bio-components than the western part. The reasons might be the climate (high mountains on the west) and the easier availability of the bio-components in the agricultural eastern part of the country.
Table 27: Averages and ranges of the results obtained in the survey.

<table>
<thead>
<tr>
<th>Row No.</th>
<th>Location</th>
<th>All sampling points</th>
<th>Sampling points with results above DL</th>
<th>highways</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>No. of stations</td>
<td>Average [% m]</td>
<td>Dispersion [% m]</td>
</tr>
<tr>
<td>1</td>
<td>city</td>
<td>44</td>
<td>2.29</td>
<td>2.18</td>
</tr>
<tr>
<td>2</td>
<td>countryside</td>
<td>31</td>
<td>1.94</td>
<td>2.16</td>
</tr>
<tr>
<td>3</td>
<td>Highways out of the cities</td>
<td>21</td>
<td>2.25</td>
<td>2.39</td>
</tr>
<tr>
<td>4</td>
<td>Regional roads in countryside</td>
<td>10</td>
<td>1.29</td>
<td>1.48</td>
</tr>
<tr>
<td>5</td>
<td>Ljubljana and surroundings</td>
<td>19</td>
<td>1.58</td>
<td>1.71</td>
</tr>
<tr>
<td>6</td>
<td>Eastern Slovenia</td>
<td>30</td>
<td>2.23</td>
<td>2.42</td>
</tr>
<tr>
<td>7</td>
<td>Western Slovenia</td>
<td>16</td>
<td>1.59</td>
<td>1.93</td>
</tr>
<tr>
<td>8</td>
<td>Slovenian coast</td>
<td>10</td>
<td>3.85</td>
<td>1.80</td>
</tr>
</tbody>
</table>
9.4 Comparison with EUROSTAT reports

A slightly lower quantity of biodiesel in diesel, compared with the measured results of this work has been found in official reports [147], where 1.85 %_{m} is declared as the mass percentage of bio-component in the fuel (see Table 28). Nevertheless, the agreement between the reported official value, which is obtained from the total amount of consumed bio and fossil components in the country and the result of our single sampling campaign, is surprisingly good. The discrepancy is 0.3 %_{m} or 15.6 %. In other words: in accordance with \( \zeta \)-test, both numbers do not differ significantly if we assume nearly 18 % of the relative uncertainty of the average 2.14 %_{m} from this study. This is a reasonable estimation if we take into account the measurement uncertainties, the properties of the distribution of the obtained results, the representativeness and the scale of the sampling net. The difference can be explained by the fact that the campaign was performed mainly in the spring and fall when the contents of bio-components are typically higher than in cold part of the year.

Table 28: Official report and EU directive comparison

<table>
<thead>
<tr>
<th></th>
<th>Quantity of biodiesel [%_{m}]</th>
<th>Quantity of biodiesel [%_{E}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result of this study</td>
<td>2.14</td>
<td>1.85</td>
</tr>
<tr>
<td>Official report</td>
<td>1.85</td>
<td>1.6</td>
</tr>
<tr>
<td>EU directive</td>
<td>6.35</td>
<td>5.5</td>
</tr>
</tbody>
</table>

The results of this study were also compared with the recommendations of the European directive 2009/28/EC [5]. The first step was the recalculation of mass percentages (\%_{m}) into energy per cents (\%_{E}) because the recommendations in European directive 2009/28/EC are set out in this unit. The ratio between the average energies released from biodiesel and diesel from the EU directive 2009/28/EC was taken into account for this recalculation [5]. The energy percentage (\%_{E}) of our results and the officially reported data are compared in Table 28. Comparable official data and the values from our study are below the prescribed values in the EU directive 2009/28/EC.
10 Conclusions

Environmental changes, mainly caused by the automotive industry, have been observed in recent years. Biofuels are added to fuel in attempts to reduce transport’s carbon footprint. Several biofuels can be found on the fuel market. Namely, bio-ethanol, ETBE and FAME/FAEE, which are regularly added to gasoline or diesel fuel in the whole European Union. In recent years the sustainability of their production was questioned. In established production they are produced from food grade oils, and thus fuel competes with food production. New types of biofuels have been developed in recent years. Some of them just changed the type of feedstock to non-edible oil, while some others changed the whole production process (HVO). Such fuels are the so-called new generation of fuels produced from algae, wood wastes, etc. which are still in the research phase. The variety of biofuels also means differences in fuel characteristics. Many analytical methods were developed to cover every fuel characteristic, including the quantity of biofuels. The applicability of one simple method for a determination of the various biofuels’ quantity was tested in this thesis. A variety of biofuels from different feedstock oils had to be analyzed to imitate the developing fuel market. Some biodiesel samples were also produced because of the limited information regarding the effect of the type of feedstock and production differences on the fuels’ characteristics.

The production of biodiesel was conducted using eight oils of first- and second-generation feedstock materials. Oils of camelina (2x), corn, jatropha, rapeseed, soya and sunflower (2x) were selected from the most used feedstock oils. The first tests of the production conditions were conducted on cheap waste cooking oil, while the scale up production was made on all oils. Sulfuric acid and ethanol were used for both stages of the production tests. Optimal conditions determined with waste cooking oil experiments were magnetic agitation, 5 % w/w H$_2$SO$_4$, 80 °C and 6:1 EtOH:oil ratio. All the oils obtained between 90 and 100 % of FAEE yield within 7 h of the reaction. Some EN 14214 parameters were analyzed after cleaning the biodiesel products with active charcoal. All the produced biodiesels had some parameters that suited the demands of the EN 14214 standard and some which did not. Three parameters which could have an effect on the LSC measurement (water and sulfur content, acidity value) were above the prescriptions of the EN standard.
The water content could affect the mixing of the sample to the scintillation cocktail, while the sulfur content could add to the radiocarbon count rate, due to $^{40}\text{S}$. However, no difficulties in the sample preparation or an additional $^{40}\text{S}$ peak were found during the biodiesel analysis. The hypothesis of using the acidity value as an indicator of the chemical quench was disregarded because no correlations were observed. Furthermore, the highest acidity value was observed in sunflower biodiesels, which had the lowest observed quench. The densities of the biodiesels were comparable, while the oxidative stabilities showed differences in the life span of the produced biofuels. Two sets of biodiesel composition measurements were conducted immediately after their production and a year later. Their comparative analyses showed a decrease in the ester content with ageing. Although after some period of time the biofuels started to decompose, a direct LSC method could still be applied. On the other hand, other methods for biodiesel analysis are based on distinct characteristics, such as the content of esters, which changed over time. Furthermore, it was found that the decomposition of biodiesel makes LSC analysis even easier with increasing counting efficiencies and a decreasing observed chemical quench.

Methods like FTNIR, GC, HPLC, NMR and recently TL spectroscopy were used for a determination of the new biodiesel quantity with good precision and accuracy. However, all those methods rely on methyl ester measurements, while for bio-ethanol, ETBE or new biofuels (HVO) such measurements are not possible. Although the quantity of bio-ethanol and ETBE could be determined with a GC analysis, their bio-origin is assumed. The bio-origin of these fuels could only be determined by a measurement of the radiocarbon content. Two techniques, AMS and LSC, are well known in the precise measurement of radiocarbon content since they are already used for an age determination of different samples. AMS is more precise and accurate than the LSC technique when trace amounts of radiocarbon are determined. In measurements of biofuel such a difference is not seen since the environmentally present levels of $^{14}\text{C}$ are determined. In addition the LSC technique is cheaper, and even though it requires larger sample quantities this is not a concern with bio-components measurements.

Three LSC methods are in use for the $^{14}\text{C}$ measurements, namely CO$_2$ capture, benzene production and the direct method. The direct LSC method was adapted as an analytical technique in this thesis. Compared with other LSC or AMS methods its
main advantage is the lack of sample preparation, a source of several human errors. Easy sample preparation also enables many processed samples in a short period of time. Its drawback tackled in this thesis was the disturbance caused by persistent quench, originating with the chemical mixtures and color of the sample. Direct LSC method applications for a determination of the bio-ethanol, ETBE and biodiesel quantity were already reported in limited extent in the literature [8–10, 12, 16, 17, 26, 28, 29, 63]. Colorless liquids, such as bio-ethanol and ETBE, should not present any difficulties regarding the quenching direct LSC method application. Problems with a heavy quench were reported in an analysis of the biodiesel, which limits the utilization of such a method [16, 26, 27]. Similar problems were already reported in measurements of many biological samples, like urine or blood cells [141, 148]. At first glance the biological samples and biofuels do not have anything in common, but in LSC measurement problems like persistent color, which causes a shift of spectra, and thus a signal and count rate decrease, were the same underline. Biodiesel analysis is prone to different types of quench due to the chemistry of the sample. The approaches used for biological samples were tested on biodiesel measurements and further studies of the protocol changes were done.

Analyses of bio-ethanol and renewable diesel (HVO) already reported in the literature were repeated in order to test the uniformity in the preparation of the samples. Namely, all the LSC samples were prepared as a mixture of 10 ml of scintillation cocktail and 10 ml of sample. Both bio-ethanol and HVO were analyzed successfully, but the counting-efficiency changes had to be considered. A quench set with a chemical quencher was purchased and measured for that purpose and the chemical quench curve was fitted. The measurement range in the bio-ethanol analysis is comparable to the literature. On the other hand, the HVO analysis could be conducted over a broader range, from the detection limit to 100 %\textsubscript{m}, while in the literature a measurement range from 0 to 20 % was reported. Linear calibration curves with correlation coefficients larger than 0.99 were obtained in the analysis of both biofuels. The limit of detection calculated in accordance to Currie [122] was 76 % lower in the bio-ethanol analysis compared to the HVO analysis. In the bio-ethanol analysis the ISO 11929 [123] detection limit was also lower, by 55 % compared to the HVO. The precision was better (for 0.37 %) in the HVO analysis,
but the sensitivity of the calibration curves was higher (17.504) in the bio-ethanol analysis, compared to the 9.156 obtained in the HVO.

Initial measurements of the biodiesel with the same protocol as for the bio-ethanol and HVO were not successful. The spectra and the SQP(E) value showed severe quenching and, as a consequence, only a calibration in the range up to 10 %m was made. Based on the sample appearance a color quench was determined as a major culprit of the observed quench. The commonly used approach of reducing the color quench is bleaching and dilution. The latter was tested with biodiesel samples where the sample:scintillator ratio was changed. The procedure was not adopted for further measurements because the highest counting efficiency was achieved at a sample:scintillator ratio of 1:19. This would increase the detection limit, as was also observed by Idoeta et al. [27]. The authors reported the application of a 6:14 sample:scintillator ratio, but noted an increase in the detection limits from 1 Bq/l to close to 10 Bq/l for strongly colored biodiesels [27]. The second, often used approach to bleaching introduces more chemical quench. Colleagues in PerkinElmer’s lab [149] experimented with AlO₂ and silica cleaning with limited success. Although the color was eliminated at the beginning, the color of the sample was not stable. The forced oxidation of different biodiesels with a UV lamp and oxide was tested in our laboratory. This approach was diminished because consistent results were not achieved. The measurement angle for solving this problem was chosen in this thesis. First, a simple coincidence circuit setup changes were applied. The change from a high to a low coincidence bias setup was made. The LSC samples became measurable with simple coincidence circuit changes, despite the observation of the heavy color quench in them. The approach with a sample-based quench curve was chosen for the determination of the counting efficiency. Biodiesels were used as samples for the preparation of a new quench curve because of the observed variety of quenching. A chemical/color quench curve measured in a low coincidence bias was obtained since in biodiesel analyses both color and chemical quench are present. This is not a common approach but a chemical quench alone did not describe all of the observed quenching in a biodiesel analysis. The changed measurement protocol allowed an analysis of amounts up to 100 % of biodiesel, which is more than reported in the literature. So far the most successful analyses were conducted by Norton et al. [16]. But their calibration allows measurements of up to 20 % of
biodiesel. Although the linearity of the calibration curve was obtained, the detection limit was too high (DL 2.73 %$_{\text{m}}$) for measurements of real market fuels.

Several approaches were taken for the reduction of the limits of detection, namely, a change in the counting chamber temperature, PAC, PSA and changed counting window. However, only one of them improved the method significantly. This was the application of a quench balanced counting window, where the count rate is taken from the window determined by the sample quench. The procedure is based on the relation of the LSC sample quench and a change of the observed decay energy. A determination of the $^{14}\text{C}$ peak position and the width, therefore the corresponding counting window is determined for each measurement individually according to observed quench level (SQP(E) value). Although such an approach needs additional computational work after the measurement thus can be programed and obtained automatically. Researchers who use a pre-programed counting window cannot apply such an approach or they firstly have to perform measurements of the quench value and then re-program the counting windows individually. The sensitivity of the calculated radiocarbon activities improved by 10 %, while the precision improved by 50 % when the data was evaluated with the quench balanced window. Compared to the low bias protocol, the limit of detection reduced by 0.77 %$_{\text{m}}$ using the balanced window. The detection limit calculated in accordance with ISO 11929 lowered by 0.59 %$_{\text{m}}$ compared to the low bias protocol. In addition to the detection limits, also the correlation coefficient improved to 0.998 when the quench balanced window procedure was used, which is comparable to the high bias protocol.

Two different procedures were applied in the analysis of biofuels. A pre-designed protocol with a high coincidence bias setup was used for the measurements of bio-ethanol and HVO. Biodiesel was measured with a pre-designed protocol and a newly designed low coincidence bias setup coupled with quench balanced counting window evaluation. Although the best validation parameters were obtained with the pre-designed protocol its measurement range is only up to 10 %$_{\text{m}}$. Based on current biodiesel applications this calibration is sufficient for measurements of real fuel samples. This was also proven with a survey of the Slovenian diesel market, where 75 different samples were analyzed. The results were in agreement with the official report of biofuel usage. The survey also helped in testing the method for sensitivity
to fuel additives, which are present in real market fuel but were not present in the calibration samples. The observed SQP(E) values in the survey samples were of larger variety (from 681 to 815) than in the calibration LSC samples (from 732 to 817). Nevertheless, difficulties in the analysis with a pre-designed protocol were not detected. The protocol was also tested in international cooperative tests where near detection limit quantities of biodiesel were analyzed. The tests proved the ability to measure such samples, but indicated over-estimated limits of detection. Introducing the ISO 11929 standard, which uses Bayesian statistics, was shown as a good approach to further decrease the detection limits. Applied changes in the biodiesel counting and evaluation protocol extended the measurement range to 100 % but increased the detection limit to 1.67 % when calculated based on the ISO 11929 standard. Nevertheless, this protocol could be primarily used for an analysis of a pure or high quantity of biodiesel. According to the EU directive, the predictions of biodiesel use in fuel are up to 10 %, but the standard EN 590 limits the use of biodiesel to 5 volumetric %. Regardless of which direction the fuel market will be driven, accurate analyses are possible with both protocols. Furthermore, the improved method is applicable for analysis of the fuel for heavy-duty vehicles where a larger percentage of biodiesel is added.

The same approach with a low coincidence bias setup and a quench balanced counting window evaluation could also be applied in measurements of bio-ethanol and HVO. But such an approach was not taken, since the observed quench did not affect the bio-component’s quantity determination with a pre-designed protocol. Predictions for the HVO analyses are similar to those for biodiesel. According to the European Customs Laboratories predictions the application of HVO will be in addition to biodiesel in fuel in order to the achieve demands of the EU directive [144]. On other hand, ethanol analysis is mainly in the determination of the bio-origin, and thus the analysis of 100 % bio-ethanol. Concluding from results of international comparative tests the applied method is accurate enough to enable such an analysis. The analyses of near 100 and below 10 % of bio-ethanol were proven to be successful when measured in the first comparative tests in 2010/2011. HVO was successfully measured in levels around 10, 20 and 90 % in different matrixes in two cooperation tests (2010/2011 and 2013). The method proved to be applicable for analyses of impurities in gasoline since accurate analyses of the HVO in gasoline
were achieved. HVO is shown as an impurity since its characteristics and chemical formula places it as diesel fuel.

In combined analysis of HVO and biodiesel we should not expect greater quench difficulties since HVO and biodiesel quench levels work conversely with each other. The greatest difficulties would be in an analysis of biofuel quantity, if such measurements would be needed. In that case calculations would have to change, since now the specific activity of the sample (in dpm/g of sample) is used in the determination of the bio-component percentage. As can be observed in the total activity of the calibration samples the specific activities are different because the carbon densities differ. The quantity of carbon atoms cannot be measured with the direct LSC method, and thus additional measurements of the sample composition would be needed. These measurements would allow a recalculation of the sample activity per gram of carbon, similar to those made in a comparison of the CO₂ absorption method. The results of this comparison show that the procedure has its limitations, mainly in the dependency of the external measurements. Biofuels are mainly produced from limited quantities of feedstock; therefore, the database of the carbon contents could be established. The database would improve the uncertainties in the recalculation. A simple calibration curve relating the sample activities and the bio-component would have to be repeated. Calculations based on the carbon content could also improve the comparison between different laboratories using the LSC technique. A similar idea was also expressed by the organizers of the international comparative test, who expressed their desire for a uniform calculation procedure to obtain an easier data evaluation.
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Appendix 1: GCL comparative test 2010 results. Name of the lab: LAB1

<table>
<thead>
<tr>
<th>Laboratory Code</th>
<th>Sample 1</th>
<th>Z scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAB8</td>
<td>72.00</td>
<td>-7.63</td>
</tr>
<tr>
<td>LAB9</td>
<td>72.00</td>
<td>-7.63</td>
</tr>
<tr>
<td>LAB4</td>
<td>79.43</td>
<td>-0.33</td>
</tr>
<tr>
<td>LAB7</td>
<td>79.60</td>
<td>-0.17</td>
</tr>
<tr>
<td>LAB1</td>
<td>79.80</td>
<td>0.03</td>
</tr>
<tr>
<td>LAB6</td>
<td>80.16</td>
<td>0.38</td>
</tr>
<tr>
<td>LAB3</td>
<td>80.50</td>
<td>0.72</td>
</tr>
<tr>
<td>LAB5</td>
<td>80.70</td>
<td>0.91</td>
</tr>
<tr>
<td>LAB2</td>
<td>81.16</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Size: 9  
Mean: 78.37  
Robust Mean: 79.77  
Standard Deviation: 3.66  
Robust SD: 1.02  
Min: 72.00  
Max: 81.16
Appendix 1: GCL comparative test 2010 results. Name of the lab: LAB1

<table>
<thead>
<tr>
<th>Laboratory Code</th>
<th>Sample 2</th>
<th>Z-scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAB9</td>
<td>0.90</td>
<td>-0.90</td>
</tr>
<tr>
<td>LAB4</td>
<td>4.34</td>
<td>-1.70</td>
</tr>
<tr>
<td>LAB7</td>
<td>4.80</td>
<td>-1.21</td>
</tr>
<tr>
<td>LAB1</td>
<td>5.80</td>
<td>-0.03</td>
</tr>
<tr>
<td>LAB5</td>
<td>6.00</td>
<td>0.21</td>
</tr>
<tr>
<td>LAB2</td>
<td>6.16</td>
<td>0.40</td>
</tr>
<tr>
<td>LAB3</td>
<td>6.45</td>
<td>0.74</td>
</tr>
<tr>
<td>LAB6</td>
<td>6.55</td>
<td>0.80</td>
</tr>
<tr>
<td>LAB8</td>
<td>7.00</td>
<td>1.40</td>
</tr>
</tbody>
</table>

Size: 9  
Mean: 5.23  
Robust Mean: 5.82  
Standard Deviation: 2.14  
Robust SD: 0.84  
Min: 0.00  
Max: 7.00
Appendix 1: GCL comparative test 2010 results. Name of the lab: LAB1

<table>
<thead>
<tr>
<th>Laboratory Code</th>
<th>Sample 3</th>
<th>Z-scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAB9</td>
<td>17.30</td>
<td>-3.86</td>
</tr>
<tr>
<td>LAB2</td>
<td>18.21</td>
<td>-1.00</td>
</tr>
<tr>
<td>LAB4</td>
<td>18.21</td>
<td>-1.06</td>
</tr>
<tr>
<td>LAB3</td>
<td>18.70</td>
<td>0.08</td>
</tr>
<tr>
<td>LAB1</td>
<td>18.71</td>
<td>0.10</td>
</tr>
<tr>
<td>LAB6</td>
<td>18.80</td>
<td>0.31</td>
</tr>
<tr>
<td>LAB7</td>
<td>19.00</td>
<td>0.77</td>
</tr>
<tr>
<td>LAB8</td>
<td>19.30</td>
<td>0.77</td>
</tr>
<tr>
<td>LAB5</td>
<td>19.40</td>
<td>1.69</td>
</tr>
</tbody>
</table>

Biobased hydrocarbons in sample

Size: 9
Mean: 18.56
Robust Mean: 18.57
Standard Deviation: 0.70
Robust SD: 0.43
Min: 17.00
Max: 19.40
Appendix 1: GCL comparative test 2010 results. Name of the lab: LAB1

<table>
<thead>
<tr>
<th>Laboratory Code</th>
<th>Sample 4</th>
<th>Z-scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAB7</td>
<td>8.90</td>
<td>-1.14</td>
</tr>
<tr>
<td>LAB8</td>
<td>9.00</td>
<td>-1.09</td>
</tr>
<tr>
<td>LAB2</td>
<td>10.09</td>
<td>-0.48</td>
</tr>
<tr>
<td>LAB5</td>
<td>10.77</td>
<td>-0.09</td>
</tr>
<tr>
<td>LAB4</td>
<td>12.06</td>
<td>0.83</td>
</tr>
<tr>
<td>LAB1</td>
<td>12.10</td>
<td>0.65</td>
</tr>
<tr>
<td>LAB3</td>
<td>20.80</td>
<td>5.53</td>
</tr>
</tbody>
</table>

Size: 7
Mean: 11.06
Robust Mean: 10.94
Standard Deviation: 4.11
Robust SD: 1.78
Min: 0.00
Max: 20.80

![Biobased hydrocarbons in sample diagram]
Appendix 2: GCL comparative test 2012/2013 results. Name of the lab: 2272

<table>
<thead>
<tr>
<th>Lab code</th>
<th>Sample A1</th>
<th>z scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>2272</td>
<td>10</td>
<td>0.00</td>
</tr>
<tr>
<td>2662</td>
<td>9</td>
<td>-1.00</td>
</tr>
<tr>
<td>4737</td>
<td>11</td>
<td>1.00</td>
</tr>
<tr>
<td>5674</td>
<td>10</td>
<td>0.00</td>
</tr>
<tr>
<td>6364</td>
<td>9</td>
<td>-1.00</td>
</tr>
<tr>
<td>6808</td>
<td>8</td>
<td>-2.00</td>
</tr>
<tr>
<td>9006</td>
<td>10</td>
<td>0.00</td>
</tr>
</tbody>
</table>

[Table showing biobased hydrocarbons results with lab code, sample A1, and z scores]
Appendix 2: GCL comparative test 2012/2013 results. Name of the lab: 2272
Appendix 2: GCL comparative test 2012/2013 results. Name of the lab: 2272

<table>
<thead>
<tr>
<th>Biobased hydrocarbons – w/w %</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
</tr>
<tr>
<td>μ_X</td>
</tr>
<tr>
<td>s_X</td>
</tr>
<tr>
<td>P_Y</td>
</tr>
<tr>
<td>Min</td>
</tr>
<tr>
<td>Max</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>SD</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lab code</th>
<th>Sample A3</th>
<th>Z-scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>2272</td>
<td>10</td>
<td>0.00</td>
</tr>
<tr>
<td>2562</td>
<td>9</td>
<td>-1.00</td>
</tr>
<tr>
<td>4737</td>
<td>11</td>
<td>1.00</td>
</tr>
<tr>
<td>5624</td>
<td>10</td>
<td>0.00</td>
</tr>
<tr>
<td>5664</td>
<td>10</td>
<td>0.00</td>
</tr>
<tr>
<td>6508</td>
<td>8</td>
<td>-2.00</td>
</tr>
<tr>
<td>9006</td>
<td>9</td>
<td>-1.00</td>
</tr>
</tbody>
</table>
Appendix 2: GCL comparative test 2012/2013 results. Name of the lab: 2272

<table>
<thead>
<tr>
<th>Lab code</th>
<th>Sample A4</th>
<th>z-scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>2272</td>
<td>93</td>
<td>1,00</td>
</tr>
<tr>
<td>2662</td>
<td>92</td>
<td>0,00</td>
</tr>
<tr>
<td>4737</td>
<td>92</td>
<td>0,00</td>
</tr>
<tr>
<td>5624</td>
<td>91</td>
<td>-1,00</td>
</tr>
<tr>
<td>6364</td>
<td>93</td>
<td>1,00</td>
</tr>
<tr>
<td>6808</td>
<td>88</td>
<td>-4,00</td>
</tr>
<tr>
<td>9006</td>
<td>92</td>
<td>0,00</td>
</tr>
</tbody>
</table>

### Biobased hydrocarbons – w/w %

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>92</td>
</tr>
<tr>
<td>u_x</td>
<td>1</td>
</tr>
<tr>
<td>S_x</td>
<td>1</td>
</tr>
<tr>
<td>p_x</td>
<td>7</td>
</tr>
<tr>
<td>Min</td>
<td>87</td>
</tr>
<tr>
<td>Max</td>
<td>93</td>
</tr>
<tr>
<td>Mean</td>
<td>91</td>
</tr>
<tr>
<td>SD</td>
<td>2</td>
</tr>
</tbody>
</table>

**Graph:** Z-scores for biobased hydrocarbons from different laboratories.
Appendix 2: GCL comparative test 2012/2013 results. Name of the lab: 2272

### Biobased hydrocarbons – w/w %

<table>
<thead>
<tr>
<th>Lab code</th>
<th>Sample B</th>
</tr>
</thead>
<tbody>
<tr>
<td>2272</td>
<td>12</td>
</tr>
<tr>
<td>6808</td>
<td>16</td>
</tr>
<tr>
<td>9866</td>
<td>12</td>
</tr>
</tbody>
</table>

### Biobased hydrocarbons – w/w %

<table>
<thead>
<tr>
<th>Lab code</th>
<th>Sample B</th>
</tr>
</thead>
<tbody>
<tr>
<td>2662</td>
<td>5</td>
</tr>
<tr>
<td>4737</td>
<td>8</td>
</tr>
<tr>
<td>5624</td>
<td>6</td>
</tr>
<tr>
<td>9006</td>
<td>7</td>
</tr>
</tbody>
</table>

### Biobased ethanol – w/w %

<table>
<thead>
<tr>
<th>Lab code</th>
<th>Sample C</th>
<th>z-scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>2272</td>
<td>13</td>
<td>1,25</td>
</tr>
<tr>
<td>2662</td>
<td>9</td>
<td>0,25</td>
</tr>
<tr>
<td>4737</td>
<td>(*)</td>
<td></td>
</tr>
<tr>
<td>5624</td>
<td>5</td>
<td>-0,75</td>
</tr>
<tr>
<td>6808</td>
<td>8</td>
<td>0,00</td>
</tr>
<tr>
<td>9006</td>
<td>6</td>
<td>-0,50</td>
</tr>
</tbody>
</table>
Appendix 3: Diesel analysis diagram
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